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Korean Spelling Correction




}?’ Korean Spelling Correction

 The task of Spelling correction is to detect Spelling
errors in a given sentence, and automatically correct
them accordingly in grammatical fashion.
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Korean Spelling Correction
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}@ Translating Incorrect sentences to
Correct sentences
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}§> Automatic Noise Generation

® Grapheme to Phoneme noise generation

® Edit distance based Alphabetical spelling noise generation

® Real-time translation system error based noise generation



}§> Grapheme to Phoneme
Noise Generation

« Grapheme to Phoneme(G2P) is a technology which converts the sentence according
to its pronunciation.

A large amount of misspelled words are caused by people writing text according to the
how they are pronounced. Inspired from this we created a noise generation method
using the G2P technology.

« As the noise generation method used here is based on the phonetic features in
linguistics, it means that the given output is generated according to the phonetic
features of phonological fluctuation rules and parsing results.

« Thus does not require to construct a separate linguistic set of rules. If a Sequence to
Sequence model is made with data constructed as above, rules can be learnt implicitly
without programming a separate set of rules manually.



}§’ Grapheme to Phoneme
Noise Generation
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}§> Edit distance based Alphabetical
spelling noise generation

« Edit distance is an algorithm that calculates the similarity between two
sequences

« Through the means of insertions, deletions, or substitutions.

A noise generation method based on the characteristics of the edit distances
indicates that when a source sentence "Hello" is given as input, the output
will be "hallu". In our case 2 noises are generated per sentence.

« When a human user commits an error, one does not usually commit the error
over the whole sentence in general, but rather scatters it across the sentence
in few localized areas.



}§’ Edit distance based Alphabetical
spelling noise generation

® Deletions
GlAl: OQHESBIAIR = OIEGIAIR (‘v AHHl, ‘o’ AHAD

® Insertions
GlAl: QHEBIAIR = CHESHNIE (‘v FIF ‘o’ FIh)

® Substitions
OlAl: CHEGINIR = 2HEBIR (‘" to ‘2’ WHl, ‘A to ‘o’ 1H|)



Real-time translation system error based

noise generation

By using the data from ezTalky a commercialized translation assistant serviced by
SYSTRAN , we created a parallel set of word error units such as (thire, their).

we define this parallel set as the ‘error list’. The error list is a highly reliable set of
data based off of actual incidents that happened during ezTalky’s time of service.

Because of this the keyboard edit distance error is included in the data.

We constructed a total of 45,711 list of error pairs for the error list. Thus, whenever a
matching word from the error list is given as input, its counterpart noise is
automatically generated.



Real-time translation system error based

noise generation
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Automatic Noise Generation
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}§> Methodology Review

® As an independent resource construction methodology, one can utilize it to
generate an exponential amount of data from a monolingual corpus. Which
means this methodology allows the generation of an unlimited amount of
Korean parallel corpora.

® Additionally, due to the Grapheme to Phoneme approach, the proposed
method reflects the characteristics of linguistics.

® And as the noise is generated on a random alphabetical unit, it allows it to
cover a comprehensive amount of spelling errors.

® Finally, we presented the ‘Error list’, a noise generation method based from
actual error incidents in real-life. And as the 'Error list' is generated from an
ongoing service, it includes the concept of crowd sourcing.



}?’ Methodology Review

Noise Source Target
S A5 7] 22 4o Fgt = A AT 2 24S 9%
2 A 725 A6 R HhE 202 2 25 AR F5-S ek
G2P (It was de first time in Korea to perform (It was the first time in Korea to perform
the theraputic hypothermia protocall to resurrect the therapeutic hypothermia protocol to resurrect
patience who sufferd a stroke) patients who sufferd a stroke.)
o A A0 FE 1l 22 of vhebytet A 7717 ZL 23] o] vrebE
Alphabetical . . .
(Such sgns have appeared since the conest) (Such signs have appeared since the contest.)
WASE OFA ol ebs A ECIA R o|FAHA WA OH )1 0] ebs FA|E o)A 02 o] FHATHA
ap4g A Eo) shaF WSk T sha Aeo) sha WSk T
ErrorList (Teachers insist that the student’s (Teachers insist that the student’s

academic abilities are degrading ever since skool classes
are conducted based on the EBS problem solving method)

academic abilities are degrading ever since school classes
are conducted based on the EBS problem solving method.)




® Denoising Auto-Encoder (DAE)
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® We generate noises to the monolingual corpus
with our proposed noise generation methods
introduced previously. We label these noise
generation methods as function noise(x).

® Thus, function noise(x) convolutes the given
sentences from the monolingual corpus.
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}§> Experiments

Dataset Size
Training (Total) 3.0M

G2P Noise 1.0M

Edit Distance Noise 1,0M

Error Lists Noise 1.0M
Validation 5,000
Information Source Target
Average Length 55.42 55.33
Average Token 13.13 13.12
Max Length 247 247
Min Length 17 17
Max Token 57 57
Min Token 4 4




%% Experiments

Model GLEU BLEU Precision Recall F1

LSTM 74.57 76.42  70.60 71.78  71.19
Conv2Conv 68.17 69.57  70.73 73.35 72.01
Transformer 93.22 04.27 9542 93.74  94.58
+ShareVocabulary 82.42 83.41 84.12 89.94  86.93
+Copy Attention - Dot 9476 9540  96.18 05.49  95.83
+Copy Attention - General 95.27 9588  96.53 95.93  96.23
+Copy Attention - MLP 95.59 96.13  96.81 96.32  96.56

GLEU(Generalized Language Evaluation Understanding) is similar to BLEU but it differs in
that it also considers the source information and is a performance metric specialized for
Grammar Error correction systems
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Model

Type the text you want to translate and click "Correction”
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http://niplab.iptime.org:32288/



http://nlplab.iptime.org:32288/
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Ancient Korean lEEEAccess
Neural Machine Translation (.




Ancient Korean
Neural Machine Translation
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Ancient Korean
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Ancient Korean
Neural Machine Translation
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Ancient Korean
Neural Machine Translation

To the best of our knowledge, this is the first study on a system for ancient
Korean machine translation.

We propose SVER BPE specifically for ancient translation.

We present the results of experiments on various decoding strategies such
as beam search, n-gram blocking, and ensemble models.



Ancient Korean
Neural Machine Translation
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Institute for the Translation of Kore
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Korean name
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Ancient Korean

Neural Machine Translation

Institute for the
Translation of
Korean Classics
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Ancient Korean
Neural Machine Translation

(A) Prepare an ancient Korean bilingual corpus.

(B) Combine two corpora to share vocabulary.

(C) Set the subword vocabulary size. In the model we con-
structed, we set 1t to 32,000.

(D) Split the words into sequence characters. However, do
not separate the entities.

(E) Merge the most frequent adjacent pair of characters.

(F) Repeat step E for a fixed number of times or the defined
size of the vocabulary 1s reached.
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Ancient Sentence
Korean sentence
English({ Translate)

DT TR — Ao Als
AHCSFREE) 19 @S ZolA Bato g S| Rujgich

;,"]‘__.{l—rlé}}h'_ O = =2

One hundred people of Jeongneung Suho County were reduced and returned to the main cape.

Ancient Sentence
Korean sentence
English{ Translate)

TART EAEREGE, T Trah & 2 1 ol { FLBLBCES )~ .
o] FAE ) grobA AlZRMEEE ) iS50 Ihm).S= ofol 3 (AT a(HllEcE))
The king sat down at the contest and asked the ‘:hlganggudn Bae Joong-ryun to he called “The Junggwanjeongyo™.

Ancient Sentence
Korean sentence
English{ Translate)

N RE l-illl1;L_fd:Fﬁ:I:F“’ﬂﬂ[i ’
S0k Al ARI(ER)E 317l A 4283 K)s -

The three reapen who returned were found at the Heejeongdang.

Ancient Sentence
Korean sentence
English({ Translate)

TN ..ﬁiipﬁlﬁﬁi’i' '
Qo] AAF(LEFENC] A% AR o] o] (5 #sl 2k

The king Hucceeded Changgyeonggung Palace’s demise.

Ancient-Train

Ancient-Val  Ancient-Test | Korean-Train Korean-Val  Korean-Test

Size 52,778 5,000 3,000 52,778 5,000 3,000
Average  39.12 3839 38.83 92.78 90.72 91.79
Max 167 137 141 350 311 301
Min 3 3 3 5 5 5




Ancient Korean
Neural Machine Translation

Korean Ancient
Neural Machine Translation Platform

Model | ancient-ancient v |

Type the text you want to translate and click "Translate"

UBEERKAE, BIEHREIIRS

Translate

SEHEAE)S QAR BBME FHE22 &AL

http://nlplab.iptime.org:32242/
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http://nlplab.iptime.org:32242/

Model BLEU  Token Per Second

Sentencepiece-LSTM-Attention 24.39 2758
Sentencepiece-Transformer 22.69 082

BPE-LSTM-Attention 25.18 2029
BPE-Transformer 2443 1122
Char- LSTM-Attention 23.66 8785
Char- Transformer 16.24 1466
Entity Restrict- LSTM-Attention 14.74 3013
Entity Restrict- Transformer 15.12 1174
(Our) Share Vocab and Entity Restrict BPE - LSTM Attention  29.40 5004
(Our) Share Vocab and Entity Restrict BPE -Transformer 29.68 1379

=



c
k=
"
=
O
-
O
O

t
L7t A= 0

tHo

=

3t

A of

.I

= = .

=y

2 NFHA H|0|E{ Q| Alignmen
A
o o

=



bcj1210@naver.com
Parkchanjun.github.io
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