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1. Entity Cloze By Date: What LMs Know About Unseen Entities
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Entity Cloze By Date: What LMs Know About Unseen Entities

Motivation

« Language models (LMs) are typically trained once on a large-scale corpus and used for years without being
updated

* However, in a dynamic world, new entities constantly arise

* We propose a framework to analyze what LMs can infer about new entities that did not exist when the LMs were
pretrained

« Existing benchmarks usually test KB triples. How can we test a broader set of inferences about entities?

[Hurricane Irma], The [Windows 11],, name was
affected multiple accidentally released in [m_] in
states in the [mq]. June 2021.

Ans: South, especially Florida Ans: an official Microsoft support document

ECED ECBD ECBD ECBD ECBD

2017 2018 2019 2020 2021 2022
L ® 10 ® + @ I ]
BERT GPT3 W
GPT2 GPT-Neo
T5 PalLM

LAMA
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Entity Cloze By Date: What LMs Know About Unseen Entities

Entity Cloze by Date (ECBD) Entity Sentence Collection
1) Test broader entity knowledge * Less than 500 words
2) Test ability to reason about completely unseen entities * Exclude the first paragraph of the article

+ Sample sentences that include the entity name or one of
their Wikidata aliases
Data Collection + Do not accept entity mention spans located in quotes

+ Filter out any sentences with less than 5 words

‘lei. 'd.
L1 o
WIKIDATA WIKIPEDLA

Entity Sentence Span
Mining Collection Selection
Entities with Sentences with Masked
Origination Date Entity Mentions Sentences

Figure 2: Overview of the data collection process.
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Entity Cloze By Date: What LMs Know About Unseen Entities

Task Definition Span Selection
* Given a cloze sentence with , predict All spans must be:
masked tokens (measure the model's perplexity) * (a) not overlapping with the entity mention span, m,

* (b) located after the entity mention span, m,
Each entity e 1s paired with ¢, its origination year.

Given a sentence s containing an entity mention * (c) starting no more than ten words away from the mention span
span 7. and a masked query span 7,, a language
model is asked to predict the gold masked span 171,,.

See the following example:
& examp Extract two types of spans:

e: RNA vaccine, ¢;: 2020

s: [mRNA vaccines],,,. do not affect or
reprogram [, ]. « NP spans: suitable noun phrases in the sentence using spaCy
m,. DNA inside the cell

* Random spans: arbitrary sequences of words sampled from the
We evaluate language models by perplexity on the

masked span 172, (see Appendix D for a discussion sentence
of recall as another metric).

Seen/Unseen Entities
+ Test examples are grouped by the origination year.
It's easy to test LMs on OLD/NEW entities
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Entity Cloze By Date: What LMs Know About Unseen Entities

Statistics

Origination Year 2017 2018 2019 2020 2021 Total

# Dev Entities 300 280 219 187 78 1,050
# Test Entities 299 279 208 176 80 1,029

Example Entities

Sports 20 19 22 12 27 19 2017 Tour de France, USL League One, Evo 2017

Media 18 19 24 23 20 21 Emily in Paris, Luigi’s Mansion 3, The Midnight Gospel
Infrastructure 10 8 10 8 9 9 Gateway Arch National Park, Istanbul Airport, I-74 Bridge
Natural Risks 3 6 4 15 11 7 Hurricane Ida, COVID-19, North Complex Fire

Products -+ -+ - 3 3 4 Apple Card, Sputnik V COVID-19 vaccine, Pixel 4
Businesses 15 11 7 7 3 10 Raytheon Technologies, Electrify America, Good Party
Organizations 16 18 13 12 9 15 NUMTOT, UK Student Climate Network

Other Events 9 10 11 12 13 11 Super Bowl LIV halftime show, Storm Area 51

Misc. 5 3 4 7 4 4 RNA vaccine, Earthshot Prize, Comet NEOWISE

Table 1: Origination date indexed entity (ODIE) statistics by category. The number represents % of entities with
particular type among entities originated in that year.
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Entity Cloze By Date: What LMs Know About Unseen Entities

Experiment Setup

T5 (seq-to-seq, SentencePiece tokenizer)

COVAX began distributing <extra_id_8> in February 2021.

Input Sequence: Lel:t and Right Context
BART (seq-to-seq, BPE tokenizer)

COVAX began distributing <mzsk= in February 2021.

Input Sequence: Left and Right Context

GPT-Neo (left-to-right, BPE tokenizer)

<extra_id_0> vaceine § <extra id 1-..

Target Sequence

COVAX began distributing vaceines in February 2021

Target Sequence

COVAX began distributing vaceines in February 2021

Input Sequence: Left context

Figure 3: Perplexity computation over the masked span with three different modeling paradigms.



Entity Cloze By Date: What LMs Know About Unseen Entities

Seen entities Unseen entities
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POPULAR 2017-2019  2020-2021
Type: seq-to-seq TS Large Size: 770M ORIGINAL: original masked sentence
ORIGINAL 13.02 15.39 19.43 ) ) ) )
NO ENT 18.28 2235 26.69 No ENT: replaces the entity mention span with “the entity”
RANDOM DEF. 12.10 14.33 17.34
DEFINITION 11.04 173 1360 RANDOM DEF: prepends a definition sentence of a randomly selected entity
A (ORIG. — RAND.) -0.92 -1.06 -2.09 . . . . .
A (OriG. — DEF.) -1.98 -3.66 -5.83 DEFINITION: prepends the first sentence of the entity’s Wikipedia article to the cloze
Type: seg-lo-seq BART Large Size: 406M t
ORIGINAL 22.70 21.09 28.79 sentence
No ENT 33.33 30.56 39.25
RANDOM DEF. 27.69 25.59 33.74
DEFINITION 21.10 17.66 22.00 )
A (ORiG. —» Raxp) 4499 450 4495 Consistent trends across three LMs
A (OrIG. — DEE.) -1.60 -3.43 -6.79
Type: lefi-to-right GPT-Neo Size: 1.3B 1. No ENT always degrades performances compared to ORIGINAL
ORIGINAL 28.61 27.81 33.36 => Our masked spans are sensitive
No ENT 54.01 51.46 54.81
RANDOM DEF. 39.46 41.03 45.92
DEFINITION 23.19 19.09 22.33 2. DEFINITION always boosts performance over ORIGINAL
A (OriG. > Rawp.)  +10.85 +13.22 +12.56 => provide more information about entities helps to retrieve information distribted
A (ORr1G. — DEE.) -5.42 -8.72 -11.03

Table 3: Results of T5, BART, and GPT-Neo on the test
set, showing perplexity (/).

over LM’s parametersOur masked spans are sensitive
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Entity Cloze By Date: What LMs Know About Unseen Entities

Conclusion

« We present a dataset to understand language models’ broad inferences about entities across time
* We collect 43k cloze-style sentences associated with a time-indexed set of entities
* We also perform analysis on our dataset and show that handling completely unseen entities remains

challenging for the current LMs

10
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

n NAACL2022 Contrastive
-}

Learning for Prompt-based Few-shot Language Learners s umecome..
Yiren Jian, Chongyang Gao, Soroush Vosoughi

1)
DARTMOUTH

% Northwestern| ez,

Computer Science
- Gontributions Algorithm With demonstrations vs.
|, ASupervised C Learning k for prompt-based few-shot learners Algorithm 1 Our method Without demonstrations
[, An effective data augmentation method using prompts for contrastive learning with prompt-based learners. 1: Maz_Step = 1000, B XN
X 2: LM: Language model, 2 (acx) a3y i) 4(10)
Pov(erwew oL e 3: Train_Set: Training set, bedr) oIS BaY
0/prst. Rovaldo won Nobel ( \ 4 Sample: Randomly sampling function. S35 t;‘_:'_) ‘;f(‘g)’ o] :SR 4:;((;7:1
| £ MASK) Superb perfonmance by M Encoder U s: Concatenate: The function to concatenate TREC (acc) VEAH  8I(1S)  TISON  RIWE)
§ i ot Kobe passed | W St MNLI (ace) 61.0(21) 640(20) S82(L1) )
= stnngs, MNLI-mm (acc) 625 655Q27) $98(12) 61L.0033)
: 7T siory s mot worth reading, QAT I - 6: CE: Cross Entropy loss, SNLI (acc). 24) 9924 KIS 68T09)
{MASK]) ooe. This is an amazing mov ; : 2 .
i s e Encoser_) 7: SupCon: Supervised Contrastve loss. S MRCIULM GARY Al ESion
| % ssentoce G ermbie e | 8: foriin Max_Step do RTE (acc) 327)  651(35) 6947 6S1(35)
“The story t ot worth reading. (BRI 9. sent,y= Sample(Train_Set) MRPC (F1) 755(52) TR2(A1)  T06(60) 757(61)
light is comfortable. 1 think % MR (acc) 3(14) 858(06) 850(06) 852(09)
1 dida’t o to the show, [kt £ Primary prompt 10:  demo; = Sample(Train_Set) MPQA (scc) B6(18) $46(15) S1I26) SL8(24)
@B Auxiliary prompts| 11 demoy = Sample(Train_Set) CR (acc) $89(10) 894(10) $93(10) 905(05)

Overview of our proposed method.

O Hidden state for [MASK)

122 inputy = concatenate(sent,demoy)
13: inputy = concatenate(sent, demoy)
& Learning from MLM Loss

14 outputy = LM (inputy)

Few-shot results of baseline methods and ours.

Average improvements

45
Different kinds of fine tuning Random 15: Lawy = CE(outputy, y)
i 16 Lasear-backward()
templates/demonstrations vs. L
i e 1 optimizer.step()
5 o <
1=negative SST2 %92 %7 %8 %7 %7 05 %6 © Leaming r“’"‘_ SupCon Loss
= Subj 886 906 908 910 %5 HI %04 18 output, = LM(input,)
SSTS 419 417 92 482 419 467 498 10T oot 'S t
ClA 61 S8 65 49 40 39 102 &l L° (a5 W:”C?(ou puty, outputs)
(III11) TREC %28 781 807 790 807 806 83 : SupCon-backward()
& | masx MNLI 610 618 624 610 s8I :&9 640 21: optimizer.step()
-mm €25 636 648 627 603 609 655 22 end f
=D SN 669 61 664 612 652 622 699 wair
i QNI 607 653 653 674 645 625 664!
eiies S el sslanton difar Ensemble vs. our single model
10151 The story s worth iy 4 : 5 S
o e gy [MAsx) MRPC 755 76 71 M3 M1 Wi 782 — el s
: u&:;;nonal fine tuning,  Prompt-based fine Prompt-based fine tuning with MR 83 855 855 855 853 856 888 3 (aco) an 0 (0.8)
| ing at hidden tuning, predicting the demonstrations to help model to MPQA 836 £22 844 844 839 828 846 CoLA (Matt.) 10.2 (5.8) 7.5 (4.7)
i, Sates of[CLS). best suited missing word, know what is “great’ / “terrible’s R 889 $39 882 883 85 SN 894 MNLI (acc) 633(24)  622(1.8) R
D Doty e e TR, R rie C NG oULrans. d = MNLI-mm (acc)  65.1(2.4)  64.0 (1.8) 6 7 8010112131415
o e e e e a0 ek b Ir random templates/demonstrations QNLI (ace) 66.4(3.5) 638 (2.7) & Numberof Tasks
fe ] ey v 2z as data 1 to Sy I MR (acc) 858(0.6) 857 (0.7 s n -
- : 2 : = - -
o 2o . (gf's?). Eandom Insertion (R), Random Swapping Comparing our single model trained with Sup- & FoRBEd of the tg O’K [ots acnlev by our
(RS), Random Deletion (RD) and EDA [4]. Con loss to an ensemble of 20 models 50 =
e & e ;

11



Contrastive Learning for Prompt-Based Few-Shot Language Learners

Motivation

* The impressive performance of GPT-3 using natural language prompts and in-context learning has inspired work on better
fine-tuning of moderately-sized models under this paradigm

» Following this line of work, we present a contrastive learning framework that clusters inputs from the same class for better
generality of models trained with only limited examples

« Supervised contrastive framework that clusters inputs from the same class under different augmented "views" and repel the
ones from different classes

* Main contribution
* A Supervised Contrastive Learning framework for prompt-based few-shot learners

* An effective data augmentation method using prompts for contrastive learning with prompt-based learners

)
]
-
[}
(8]
=
(0]
2
T
o)
E
8
S
5=
=
<
o
(o))
=
(2]
[}
(]
(8]
o
o
o
(O]
(=]
©
=)
(o]
[
(]
-
®
s
E
©
Z
—
N
o
N
©
-
i=
o
g
P
Q.
(@)
O

12



Contrastive Learning for Prompt-Based Few-Shot Language Learners

Supervised Contrastive Learning (SupCon)”

Negatives
. S

......
....
0 .

Positives

i,/

o0

Self Supervised Contrastive Supervised Contrastiv

Figure 2: Supervised vs. self-supervised contrastive losses: The self-supervised contrastive loss (left, Eq. 1)
contrasts a single positive for each anchor (i.e., an augmented version of the same image) against a set of Different augmented “views”
negatives consisting of the entire remainder of the batch. The supervised contrastive loss (right) considered (augm entati on)

in this paper (Eq. 2), however, contrasts the set of all samples from the same class as positives against the
negatives from the remainder of the batch. As demonstrated by the photo of the black and white puppy, taking
class label information into account results in an embedding space where elements of the same class are more
closely aligned than in the self-supervised case.

1) https://github.com/google-research/google-research/tree/master/supcon 13
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Method Algorithm 1 Our method

1: Maz_Step = 1000,

2: LM: Language model,
3: T'rain_Set: Training set,
4:
5:

Sample: Randomly sampling function,
Concatenate: The function to concatenate

(sent) (temp[mask]) (demo) two strings,

6: C'E: Cross Entropy loss,
e N : ;
7: SupCon: Supervised Contrastive loss.
o T T P
©,[Prof. Ronaldo won Nobel Prize, it is ( \I 8: foriin Max_Step do
- - Py .
€ | [MASK]. Superb performance by Messi, it -I—P' Encoder } 1 20 »| SupCon(-) _ ! .
2 |is great. Kobe passed away. it is terrible. | | 9: Sent? Y= SQHIPIE(TT(MTL_SEt)
10: demoy = Sample(Train_Set)
: : [ P 1 —
i | The story is not worth reading. @ truly . _ . r
[ [MASK] one. This is an amazing movie, @] I 1 dBﬂIOQ - Sample(T’r‘azn_Set)
= .
@ |fuly great one. The class has no | 12: input, = concatenate(sent, demoy )
Bl attcndancc,@ :ﬂ terrible one. i ’
~ | The story is not worth reading, T THink 1 15 | 13: inputy = concatenate(sent, demos)
)| [MASK] .The flight is comfortable, I think |
is terrible. + > H N i
- H H 14:
Kobe passed away, all in all [MASK].| |~ H S i
L] i "
! | Prof. Ronaldo won Nobel Prize, all in all _/ | : ! Auxiliary P"OmP‘SE 15:
S | great. What a chance he missed, all in all \ Shared parameters (O Hidden state for [V ASK]}
| @ | terrible. —_—_— i H 16:
\ 7 17:

> Learning from SupCon Loss
18: outputy = LM (inputs)
19: Lsupcon = SupCon(outputy, outputs)

Figure 1: Overview of our proposed method. Besides the standard prompt-base MLLM loss on label words "great"
and "terrible", we introduce a SupCon loss on multi-views of input text. The positive pair is sentences (with

sampled templates and/or demonstrations) in the same class, e.g. sent; and sents, or itself with a different template 20: LSupcon-backward()

R . L. . . SupCon-VEERT v
and demonstrations, e.g. sent; and senty. The negative sentence pair is input sentences (with sampled templates 21 optimizer.step()
and/or demonstrations) in different classes, e.g. sent; and senty. 22: end for
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Experiment
Task LM-BFF LM-BFF LM-BFF LM-BFF LM-BFF
+Dec +Dec +Lab +ConCal +ours
S55T-2 89.2(1.3) 90.1 (0.6) 90.6 (0.5) BE.5(2.0) 90.6 (0.1)
Subj B88.6(3.3) 87.3(3.6) 88.4 (4.9) 83.8(7.3) 90.4(1.1)
SST-5 47.9(0.8) 47.2(1.0) 46.5(0.7) 479(1.1) 49.5(1.1)
ColLA 6.1(5.3) 9.8 (6.5) 7.2(5.2) 6.7 (4.6) 10.2(5.8)
TREC 828 (3.1) 31.9(3.0) 82.3 (3.0) TL1(7.0) 83.3(1.3)
MMNLI 61.0(2.1) 61.3(2.1) 59.4(1.3) 61.0 (0.8) 64.0 (2.0)
-mm 62.5(2.1) 63.2(2.1) 61.4(1.6) 62.5(0.8) 65.5(2.7)
SNLI 66.9 (2.4) 67.0(3.1) 65.8(2.1) 67.0(2.9) 69.9(2.4)
QNLI 60.7 (1.7) 60.0(2.5) 60.2 (2.0) 60.9 (2.0) 66.4 (3.5)
QQP 62.5(2.6) 69.0(1.7) 65.4(1.2) 62.2(2.7) 68.8 (3.8)
RTE 64.3(2.7) 65.6(1.5) 65.3(2.4) 60.2(1.9) 65.1(3.5)
MRPC 75.5(5.2) 69.4(7.0) 66.5(7.0) 78.3(3.1) 78.21 (3.1)
MR 83.3(1.4) 85.0(1.0) 84.6(1.2) 84.0(1.4) 85.8 (0.6)
MPQA 83.6(1.8) 82.3(1.9) 84.3(1.4) 72.3(13.4) 84.6 (1.5)
CR 88.9 (1.0) 89.3 (0.6) 89.6 (0.7) 87.7(L.1) 89.4 (1.0)

Table 2: Comparing our SupCon loss with Decou-
pling Label Loss (Dec), Label Condition Loss (Lab),
and Contextual Calibration (ConCal). { We can
achieve stronger performance 80.0 + 1.8 by fixing tem-
plates/demonstrations when creating the second view
of the input (see Section 6.2).

Task LM-BFF - demo + demo + demo
+ temp - temp + temp
SS8T-2 (acc) 89.2(1.3) 90.8 (0.3) 90.5 (0.4) 90.6 (0.1)
Subj (acc) 88.6 (3.3) 90.8 (0.8) 90.6 (1.2) 90.4(1.1)
SST-5 (acc) 47.9(0.8) 493 (1.7) 48.9 (1.8) 49.5(1.1)
CoLA (Matt.) 6.1 (5.3) 9.9(7.5) 8.5(5.6) 10.2 (5.8)
TREC (acc) 82.8(3.1) 83.4 (0.5) 86.7 (1.0) 83.3(1.5)
MNLI (acc) 61.0(2.1) 63.4(3.3) 63.0 (3.2) 64.0 (2.0)
MNLI-mm (acc) 62.5(2.1) 65.5(3.1) 64.9 (3.4) 65.5(2.7)
SNLI (acc) 66.9(2.4) 69.8 (2.4) 68.5(1.9) 69.9(2.4)
QNLI (acc) 60.7 (1.7) 65.4(3.1) 67.0 (3.6) 66.4 (3.5)
QQP (acc) 62.5(2.6) 68.9 (3.2) 67.8 (1.4) 68.8 (3.8)
RTE (acc) 64.3(2.7) 64.9 (3.8) 62.6 (2.8) 65.1(3.5)
MRPC (F1) 75.5(5.2) 79.0(1.8) 80.0 (1.8) 78.2(3.1)
MR (acc) 83.3(1.4) 85.8 (0.7) 85.4(0.3) 85.8 (0.6)
MPQA (acc) 83.6 (1.8) 84.0(1.9) 84.1 (2.0) 84.6 (1.5)
CR (acc) 88.9(1.0) 88.6 (0.6) 88.2 (1.0) 89.4(1.0)

Table 5: Different strategies to construct multi-views
of input sentences. Fixed demonstrations and sampling
templates (- demo + temp), sampling demonstrations
and fixed templates (+ demo - temp) and sampling both
demonstrations and templates (+ demo + temp).
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Conclusion

We proposed a novel supervised contrastive learning framework and an effective augmentation method
using prompts that can boost the performance of prompt-based language learners and outperform

recent work on 15 few-shot tasks
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Template-free Prompt Tuning for Few-shot NER
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Template-free Prompt Tuning for Few-shot NER

Motivation

* Prompt-based methods have been successfully applied in sentence-level few-shot learning tasks, mostly owing to the
sophisticated design of templates and label words

* In NER, it would be time-consuming to enumerate the template queries over all potential entity spans

* Propose a more elegant method to reformulate NER tasks as LM problems without any templates

» Discard the template construction process while maintaining the word prediction paradigm of pre-training models to predict
a class-related pivot word (or label word) at the entity position

* Main contribution
* Propose a template-free approach to prompt NER under few-shot setting
« explore several approaches for label word engineering accompanied with intensive experiments
« Experimental results verify the effectiveness of the proposed method under few-shot setting. Meanwhile, the

decoding speed of the proposed method is 1930.12 times faster than template-based baseline

18



Template-free Prompt Tuning for Few-shot NER

Challenges in NER

1. Searching for appropriate templates is harder as the search space grows larger when encountering span-level querying in

NER. What's worse, such searching with only a few annotated samples as guidance can easily lead to overfitting

2. Obtaining the label of each token requires enumerating all possible spans, which would be time-consuming

LM predictions

.........

- person = label: PER v
- label: C
[Input: :’Obar‘r'a \was born in America ) r 2|z LOC
]

Loone 5 wboio ) NER as an LM task
cLs) (input)f Obama | is a(IMASKI entiy. (SEP) |mmp Query Lhix 1 = Entity-oriented LM (EntLM) objective

____________

[CLS] Obama was} is a [MASK] entity. [SEP] |mmp Query LM x 2

[CLS] ;America;‘ isa [MASK] entity. [SEP] |mmsp QueryLM x 21

Figure 1: An example of template-based prompt method
for NER. Predicting all labels in sentence “Obama was
born in America." requires enumeration over all spans.
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Template-free Prompt Tuning for Few-shot NER

Method

PER  PER o o o Loc PER  PER o o o oc .- v Labelwords . PER
SR S S SN SN S U SD S S S St
( Label Classfier ) (obn ) (omn ) (s ) (oorm ) (Tin ) (st porson
1 T 1 1 1 1 T T 1 i 1 T
Pre-trained Language Model Pre-trained Language Model Pre-trained Language Model

t + + t t ft  f f ft ft ft f _f_ f ft % F f %
COEEDEDEDED CGOEEDEDODED () ED G D)) )

(a) Standard fine-tuning. (b) Entity-oriented LM fine-tuning. (c) Template-based prompt tuning.

Figure 2: Comparison of different fine-tuning methods for NER. (a) is the standard fine-tuning method, which
replace the LM head with a classifier head and perform label classification. (c) is the template-based prompt learning
method, which induces the LM to predict label words by constructing a template. (b) is the proposed Entity-oriented
LM fine-tuning method, which also re-uses the LM head and leads the LM to predict label words through an
Entity-oriented LM objective. (For entities with multiple spans, the model predicts the same label word at each
position, which is similar to the “IO" labeling scheme.)
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Template-free Prompt Tuning for Few-shot NER

Experiment
Datasets Domain # Class # Train # Test
CoNLL’03 News 4 14.0k 3.5k
OntoNotes*  General 11 60.0k 8.3k
MIT Movie Review 12 7.8k 2.0k
Table 1: Dataset details. OntoNotes* denotes

the  Ontonotes5.0  dataset  after
value/numerical/time/date entity types.

removing

Datasets Methods K=5 K=10 K=20 K=50

BERT-tagger (10) F1.87(12.12) 59.01(10.65) 68.66(5.13) 73.20 (3.09)

NNShot 4231(8.92) 5924 (11.71)  66.89 (6.09) 72.63 (3.42)

CoNLL03 | StructShot 45.82 (10.30)  62.37(10.96)  69.51 (6.46)  74.73 (3.06)
Template NER 43.04 (6.15)  57.86(5.68) 66.38(6.09) 72.71(2.13)

EntLM (Ours) 4959 (830)  64.79(3.86)  69.52 (4.48)  73.66 (2.06)

EntLM + Struct (Ours) | 51.32(7.67)  66.86 (3.01)  71.23(3.91)  74.80 (1.87)

BERT-tagger (10) 34.77(7.16) 5447 (8.31) 60.21 (3.89) 68.37 (1.72)

NNShot 34.52(7.85)  55.57(9.20)  59.59 (4.20)  68.27 (1.54)

StructShot 3646 (8.54)  57.15(5.84)  62.22(5.10) 68.31(5.72)

OntoNotes 5.0 Template NER 4052 (8.62)  49.89 (3.66)  59.53(2.25)  65.15(2.95)
EntLM (Ours) 4521(9.17)  57.64 (4.18)  65.64 (4.24) 7177 (1.31)

EntLM + Struct (Ours) | 46.60 (10.35)  59.35(3.24)  67.91(4.55) 73.52(0.97)

BERT-tagger (10) 39.57 (6.38)  50.60 (7.29)  59.34 (3.66)  71.33 (3.04)

NNShot 3897 (5.54) 5047 (6.09) 58.94(347) 71.17 (2.85)

MIT-Movie | StructShot 41.60 (897)  53.19(5.52) 61.42(2.98) 72.07 (6.41)
Template NER 4597 (3.86)  49.30(3.35)  59.09(0.35)  65.13 (0.17)

EntLM (Ours) 46.62(9.46)  57.31(3.72)  62.36(4.14)  71.93 (1.68)

EntLM + Struct (Ours) 49.15 (8.91) 59.21 (3.96) 63.85 (3.7) 72.99 (1.80)

Table 2: Main results of EntLM on three datasets under different few-shot settings (K=5,10,20,50). We report mean

(and deviation in brackets) performance over 3 different splits (4 repeated experiments for each split).
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Template-free Prompt Tuning for Few-shot NER

Conclusion

* Propose a template-free prompt tuning method, EntLM, for few-shot NER

« Reformulate the NER task as an Entity-oriented LM task, which induce the LM to predict label words at
entity positions during fine-tuning

« Experimental results show that the proposed method can achieve significant improvement on few-shot
NER over BERT-tagger and template-based method

+ Decoding speed of EntLM is up to 1930.12 times faster than the template-based method
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