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1. Entity Cloze By Date: What LMs Know About Unseen Entities

2. Contrastive Learning for Prompt-Based Few-Shot Language Learners

3. Template-free Prompt Tuning for Few-shot NER
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2022 NAACL paper presentation - 1

1. Entity Cloze By Date: What LMs Know About Unseen Entities
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Motivation

• Language models (LMs) are typically trained once on a large-scale corpus  and used for years without being 
updated

• However, in a dynamic world, new entities constantly arise

• We propose a framework to analyze what LMs can infer about new entities that did not exist when the LMs were 
pretrained

• Existing benchmarks usually test KB triples. How can we test a broader set of inferences about entities?

Entity Cloze By Date: What LMs Know About Unseen Entities
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Entity Cloze by Date (ECBD)

1) Test broader entity knowledge

2) Test ability to reason about completely unseen entities

Data Collection

Entity Cloze By Date: What LMs Know About Unseen Entities

Entity Sentence Collection

• Less than 500 words

• Exclude the first paragraph of the article

• Sample sentences that include the entity name or one of 

their Wikidata aliases

• Do not accept entity mention spans located in quotes

• Filter out any sentences with less than 5 words
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Entity Cloze By Date: What LMs Know About Unseen Entities

Task Definition

• Given a cloze sentence with a new entity, predict 

masked tokens (measure the model’s perplexity)

Seen/Unseen Entities

• Test examples are grouped by the origination year. 

It’s easy to test LMs on OLD/NEW entities

Span Selection

All spans must be:

• (a) not overlapping with the entity mention span, 𝑚𝑒

• (b) located after the entity mention span, 𝑚𝑒

• (c) starting no more than ten words away from the mention span

Extract two types of spans:

• NP spans: suitable noun phrases in the sentence using spaCy

• Random spans:  arbitrary sequences of words sampled from the 

sentence
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Entity Cloze By Date: What LMs Know About Unseen Entities

Statistics
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Entity Cloze By Date: What LMs Know About Unseen Entities

Experiment Setup
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Entity Cloze By Date: What LMs Know About Unseen Entities

Seen entities Unseen entities

ORIGINAL: original masked sentence

No ENT: replaces the entity mention span with “the entity”

RANDOM DEF: prepends a definition sentence of a randomly selected entity

DEFINITION: prepends the first sentence of the entity’s Wikipedia article to the cloze 

sentence

Consistent trends across three LMs

1. No ENT always degrades performances compared to ORIGINAL

=> Our masked spans are sensitive

2. DEFINITION always boosts performance over ORIGINAL

=> provide more information about entities helps to retrieve information distribted

over LM’s parametersOur masked spans are sensitive
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Entity Cloze By Date: What LMs Know About Unseen Entities

Conclusion

• We present a dataset to understand language models’ broad inferences about entities across time

• We collect 43k cloze-style sentences associated with a time-indexed set of entities

• We also perform analysis on our dataset and show that handling completely unseen entities remains 

challenging for the current LMs
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2022 NAACL paper presentation - 2

Contrastive Learning for Prompt-Based Few-Shot Language Learners
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Motivation

• The impressive performance of GPT-3 using natural language prompts and in-context learning has inspired work on better 
fine-tuning of moderately-sized models under this paradigm

• Following this line of work, we present a contrastive learning framework that clusters inputs from the same class for better 
generality of models trained with only limited examples

• Supervised contrastive framework that clusters inputs from the same class under different augmented "views" and repel the 
ones from different classes

• Main contribution

• A Supervised Contrastive Learning framework for prompt-based few-shot learners

• An effective data augmentation method using prompts for contrastive learning with prompt-based learners
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1) https://github.com/google-research/google-research/tree/master/supcon

Contrastive Learning for Prompt-Based Few-Shot Language Learners

Supervised Contrastive Learning (SupCon)1)

Different augmented “views”
(augmentation)



14

C
o
p
yr

ig
h
t 

©
 2

0
2
1
 N

a
tu

ra
l

L
a
n
g
u

a
g

e
P

ro
c
e
s
s
in

g
 &

 A
rt

if
ic

ia
l 

In
te

lli
g

e
n
c
e
 L

a
b

Contrastive Learning for Prompt-Based Few-Shot Language Learners

Method

(sent) (temp[mask]) (demo)
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Experiment
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Contrastive Learning for Prompt-Based Few-Shot Language Learners

Conclusion

• We proposed a novel supervised contrastive learning framework and an effective augmentation method 

using prompts that can boost the performance of prompt-based language learners and outperform 

recent work on 15 few-shot tasks
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2022 NAACL paper presentation - 3

Template-free Prompt Tuning for Few-shot NER
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Template-free Prompt Tuning for Few-shot NER

Motivation

• Prompt-based methods have been successfully applied in sentence-level few-shot learning tasks, mostly owing to the 
sophisticated design of templates and label words

• In NER, it would be time-consuming to enumerate the template queries over all potential entity spans

• Propose a more elegant method to reformulate NER tasks as LM problems without any templates

• Discard the template construction process while maintaining the word prediction paradigm of pre-training models to predict 
a class-related pivot word (or label word) at the entity position

• Main contribution

• Propose a template-free approach to prompt NER under few-shot setting

• explore several approaches for label word engineering accompanied with intensive experiments

• Experimental results verify the effectiveness of the proposed method under few-shot setting. Meanwhile, the 

decoding speed of the proposed method is 1930.12 times faster than template-based baseline
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Template-free Prompt Tuning for Few-shot NER

Challenges in NER

1. Searching for appropriate templates is harder as the search space grows larger when encountering span-level querying in 

NER. What’s worse, such searching with only a few annotated samples as guidance can easily lead to overfitting

2. Obtaining the label of each token requires enumerating all possible spans, which would be time-consuming

NER as an LM task

 Entity-oriented LM (EntLM) objective
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Template-free Prompt Tuning for Few-shot NER

Method
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Experiment

Template-free Prompt Tuning for Few-shot NER
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Conclusion

• Propose a template-free prompt tuning method, EntLM, for few-shot NER

• Reformulate the NER task as an Entity-oriented LM task, which induce the LM to predict label words at  

entity positions during fine-tuning

• Experimental results show that the proposed method can achieve significant improvement on few-shot 

NER over BERT-tagger and template-based method

• Decoding speed of EntLM is up to 1930.12 times faster than the template-based method

Template-free Prompt Tuning for Few-shot NER



23

C
o
p
yr

ig
h
t 

©
 2

0
2
1
 N

a
tu

ra
l

L
a
n
g
u

a
g

e
P

ro
c
e
s
s
in

g
 &

 A
rt

if
ic

ia
l 

In
te

lli
g

e
n
c
e
 L

a
b

THANK YOU

Q&A


