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• Synthetic Data & Error

• Empirical Experiments

• LMs is still important..?

LM-debugger 시현
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• 거의 모든 데이터셋에는 일반적으로 Label Noise가 존재

• 학습 관점에서 PLM는 특히 Robust하기 때문에 크게 문제가 되지 않음

• 하지만, Evaluation 단계에선 이것은 다른 문제

• Label Noise => Synthetic Noise: Uniform & Class-based 
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• 거의 모든 데이터셋에는 일반적으로 Label Noise가 존재

• 학습 관점에서 PLM는 특히 Robust하기 때문에 크게 문제가 되지 않음

• 하지만, Evaluation 단계에선 이것은 다른 문제

• Label Noise => Synthetic Noise: Uniform & Class-based 

• Contribution
1. Pre-trained model can find REAL label error 
2. Human-originated noise: a more realistic and challenging 

benchmark, resembling nature labeling errors
3. Evaluating with label errors
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• Class-based noise: the errors are generated based on specific classes of errors 
that are commonly seen in real-world text data à randomly

Original text: "This movie is fantastic." with label "positive"
Noisy text with label: "This movie is fantastic." with label "negative"

• Uniform noise of label errors: In this type of noise, the errors are generated uniformly 
across the labels, regardless of the type of error. à ex) uniform distribution

Original text with label: "This movie is fantastic." with label "positive"
Noisy text with label: "This movie is fantastic." with label "neutral"
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• PLMs may be a powerful tool for detecting and correcting label errors in language datasets
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• Many datasets are crowdsourced -> human annotation errors or consistency..

• Selecting one of those label would be more realistic and challenging  error
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• PLM models not robust to human-originated noise

• Models may be robust to uniform and class-dependent noise

• Dissenting label: method replaces final labels with disagreeing labels at random, simulating imperfect quality control.

• Dissenting worker : select one annotator at random, apply all of their labels which disagree with final labels, and repeat until
reaching the target noise rate.
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• 어떻게 언어적 지식 (linguistic knowledge) 을 사용하여 한국어 워드 임베딩의 품질을 개선 할 수 있을까?

• Hierarchical structure of the Korean word “친구”



13

• Hanguel involves five basic consonant(자음) and three basic vowels (모음)
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• Basic, Tiniest Subword Units for Korean

• BTS units comprise eight basic units

• Each of BTS units is n-stroke letter defined as an atomic unit
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• Example of subword decomposition

친구

• Extracting BTS n-grams of “친구”

• Assigning vectors to each n-gram
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• SISG (BTS): BTS의 subword 분절 단위를 사용하여 Skip-Gram embedding 수행

• Training Corpus

• 2020 Newspaper Corpus

• Korean Wikipedia

• 21st Century Sejong Corpus

• Evaluation Tasks

• Word Analogy

• Word Similarity 

• Sentimental Analysis (Naver movie review)
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• evaluate the semantic and syntactic features of word vectors on the Korean word
• A is to B as C is to D, What is D?
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• evaluate the trained word vectors on how well they formulate the relationship between words

• evaluate the trained word vectors on how well they formulate the relationship between words
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• top3 nearest neighbors for Korean words 

• better capability in identifying the meanings of words containing typos
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• 한글 창제 원리에 기반한 임베딩 방법론 제시

• Problem statement와 motivation, method는 정말 중요한 요소

• 너무 어려운 Problem statement?
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• Transformer-based language models (LMs) are widely used in NLP 

• but their internal prediction construction process is opaque difficult to understand

à challenging for end-users to understand 

à model makes specific predictions and for developers to debug or fix model behavior

<Transformer Feed-Forward Layers Build Predictions by Promoting Concepts in the Vocabulary Space>
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• LM-Debugger: a tool for inspecting and intervening in transformer LM predictions.

• LM-Debugger projects the token representation before and after the feedforward network 
(FFN) updates

• intervening in the prediction by changing the weights of specific subupdates
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• Break it Down into BTS: Basic, Tiniest  Subword Units for Korean

• 한글 창제 원리에 기반한 임베딩 방법론 제시

• 너무 어려운 Problem statement?

• Detecting Label Errors by using Pre-Trained Language Models

• Real world에서 문제가 되는 label error

• LM-Debugger

• 실험 X 이지만, 매력적인 NLP Researcher 들에게 지적되는 문제를 statement

• 결론

• Problem statement와 motivation, method는 정말 중요한 요소

• Research와 application을 아우르는 연구는 정말 어려운 요소
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“ 내가 재미 없다고 해서 그 영화가 미학적 가치가 없는 것은 아니다”

- 영화 평론가 이동진, 기생충 인터뷰 중 -
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Application

Industry

NLP Research

System Demonstration
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• human-originated noise is widely distributed

• Uniform and class-based noise produce high and distinctive losses


