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Introduction

* Chain-of-Thought (CoT) Prompting (Wei et al. 2022)

» CoT Prompting elicits LLMs to reasoning on complex reasoning task by decomposing multi-step
problems into multi-step problems into intermediate steps before giving answers.

Standard Prompting Chain-of-Thought Prompting
Model Input Model Input
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
do they have?

Model Output Model Output

. ; A: The cafeteria had 23 apples originally. They used
: 27.
A: The answer is 27. 3¢ 20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 +6 =9. The
answeris 9. o/
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Introduction

» Two major flavors in CoT Prompting

« CoT prompting comes in two major flavors: Zero-shot-Co7 (Kojima et al., 2022) and Manua/-CoT
(Wei et al. 2022)

Q: A pet store had 64 puppies. In one day they sold 28 of .
them and put the rest into cages with 4 in each cage.
How many cages did they use?

A: Let’s think step by step.

« ¥ =\
'Q: There are 15 trees in the grove. Grove workers will plant !
Itrees in the grove today. After they are done, there will be 21 :

| trees. How many trees did the grove workers plant today? '

Rationale Generation 1 * Question E

LLM i A: There are 15 trees originally. Then there were 21 trees after !

1 some more were planted. So there must have been 21 - 15=6.!

i The answeris6.x., A 'Rationalei

Q: A pet store had 64 puppies. In one day they sold 28 of il oo o oo ot
them and put the rest into cages with 4 in each cage. 1 Q: A pet store had 64 puppies. In one day they sold 28 of them
How many cages did they use? rand put the rest into cages with 4 in each cage. How many

A: Let's think step by step. There are 64 puppies. 28 of | cages didtneynses

them were sold. This leaves 36 puppies. Each cage has T e e il S P,
4 puppies, so we need 9 cages. ¥ Generated Rationale !
Therefore, the answer (arabic numerals) is

LLM Test Question
l Answer Extraction
[ LLM ] )
The pet store had 64 puppies. They sold 28 of them. So they
¢ had 64 - 28 = 36 puppies left. They put them into cages with 4
{ 9. J in each cage. So they used 36 / 4 = 9 cages. The answer is 9.
(a) Zero-Shot-CoT (b) Manual-CoT

Figure 1: Zero-Shot-CoT (Kojima et al., [2022), using the ‘Let’s think step by step’ prompt, and
Manual-CoT (Wei et al.| 2022b), using human generated reasoning chains, with example inputs and
outputs of an LLM.
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Introduction

» Superior performance from humans (Manual-CoT)

» High-quality hand-crafted demonstrations 2.

« More problematic, different tasks such as arithmetic and Commonsense reasoning, require different
ways of demonstrations to be manually generated.

=> Automatically constructing demonstrations with questions and reasoning chains (Zero-Shot-CoT)
would address this problems

I K OREA
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Introduction

* Limitations of Zero-Shot-CoT

« A naive approach is insufficient.

« Zero-Shot-CoT still makes mistakes in reasoning chains, even though retrieving semantically similar
questions and generating reasoning chains.
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Method

* Auto-CoT - Main steps

« First, partition questions of a given dataset into a few clusters.

« Second, select a representative question from each cluster and generate its reasoning chain using
Zero-Shot-CoT with simple heuristics.
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Methand

f N e Ty S R )

- Whi ; ; ; . Q: While shopping for music online, Zoe bought 3 country albums and 5 :

[ Qskvhielshiepringiforinusiolonl ng::Zeeibolghtisi:: J . pop albums. Each album came with a lyric sheet and had 3 songs. How '
° | many songs did Zoe buy total? :

® y ° . A: Let’s think step by step. Zoe bought 3 country albums. Each album has 3 :
; ' songs. So she bought 3*3=9 songs from the country albums. Zoe bought 5

[ Guaicheioedsiloiconktipotatessiikioihasialioadys ] ' pop albums. Each album has 3 songs. So she bought 5*3=15 songs from |
N % ' the pop albums. Zoe bought 9+15=24 songs in total. The answer is 24. i
v ; !

4 Py pEerenss \ ' Q: A chef needs to cook 9 potatoes. He has already cooked 7. If each ,
/./ O Q\'\ . /./ ' O \4\ E potato takes 3 minutes to cook, how long will it take him to cook the rest? i

i \ Clustering : ® \ i A: Let’s think step by step. The chef has already cooked 7 potatoes. That |

\ @ ! i ' @ ® ' means it has taken him 7 * 3 minutes to cook those 7 potatoes. That means '
‘\,\O O P L ' , it will take him 3 more minutes to cook each of the remaining 2 potatoes ... !

; ot S > I e e e e e e e e T S s e, o SR S ety S e ey ey

9 - - J d o R kL B o & iy e e o :
@ , Q: A pet store had 64 puppies. In one day they sold 28 of them and put |

. . the rest into cages with 4 in each cage. How many cages did they use? :

[ LLM ] Demo Construction | A: Let’s think step by step. .

e e o e J
, = Vo T

[ Q: While shopping for music online ... A: Let'’s ... ] Test Question [ LLM ] In-Context Reasoning
: : Sampling by Selection Criteria — @
The pet store had 64 puppies. They sold 28 of them. That means they have
[ Q: A chef needs to cook 9 potatoes ... A: Let’s... J 36 puppies left. They put the rest into cages with 4 in each cage. That
means they have 9 cages. The answer is 9.

- J

Figure 4: Auto-CoT. Different from Manual-CoT in Figure|l| a total of £ demonstrations (on the
right) are automatically constructed, using an LLLM with the ‘Let’s think step by step’ prompt.
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Method

» More challenging assumption

* Only a set of test questions are given (w/o a training dataset)

- utilize for retrieval

I K OREA

<) UNIVERSITY




Method

 Random vs. Semantic Retrieval

Table 1: Accuracy (%) of different sampling
methods. | indicates the use of training sets
with manually annotated CoT. We report the
mean and standard deviations for Random-Q-
CoT and Retrieval-Q-CoT over three runs.

Method MultiArith) GSM8K | AQuA
Zero-Shot-CoT 78.7 40.7 33.5
Manual-CoT 91.7 46.9 35.8

Random-Q-CoT | 87.1+1.8 |47.340.51|36.4+2.27
Retrieval-Q-CoT| 82.4+0.5 [48.440.61|39.6+£2.47

Random Retrieval > Semantic Retrieval?
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Method

» Why do Retrieval show lower performances?

Error on QO Error outside Q

50
R 40
;“é 30
g 20 %i
10 \
N N\

Retrieval-Q-CoT Random-Q-CoT

Figure 2: Error on Q and on its complement.

600 question from the MultiArith dataset

Q: 128 questions where Zero-Shot-CoT generates wrong answers

- Almost same Error Rate outside Q for both,
But larger Error Rate on Q for Retrieval-Q-CoT

=>» Retrieval tends to retrieve similarly hard questions
that the model gets wrong
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Table 2: Examples of Retrieval-Q-CoT and Random-Q-CoT for constructing demonstrations and
prediction. The upper part contains the automatically constructed demonstrations, and the lower part
contains test questions along with predicted reasoning chains.

Retrieval-Q-CoT

| Random-Q-CoT

Q: A chef needs to cook 9 potatoes. He has already cooked 7. If
each potato takes 3 minutes to cook, how long will it take him to cook
the rest?

A: Let’s think step by step. The chef has already cooked 7 potatoes.

That means it has taken him 7 * 3 minutes to cook those 7 potatoes. That
means it will take him 3 more minutes to cook each of the remaining
2 potatoes. That means it will take him a total of 7 * 3 + 2 * 3 = 21
minutes to cook all 9 potatoes. The answer is 21. X

Q: A chef needs to cook 13 potatoes. He has already cooked 5. If
each potato takes 6 minutes to cook, how long will it take him to cook
the rest?

A: Let’s think step by step. The chef has already cooked 5 potatoes.

That means it has taken him 30 minutes so far. There are 13 potatoes

in total. 5 have been cooked so far. That means there are 8 left to cook.

Each potato takes 6 minutes to cook. That means it will take the chef 48
minutes to cook the 8 remaining potatoes. In total, it will take the chef
78 minutes to cook all 13 potatoes. The answer is 78. X

Q: Wendy uploaded 79 pictures to Facebook. She put 44

pics into one album and put the rest into 5 different albums.

How many pictures were in each album?

A: Let’s think step by step. Wendy uploaded 79 pictures to
Facebook. She put 44 pictures into one album. That means
she put the rest of the pictures, 79 - 44 = 35 pictures, into
5 different albums. That means each album had 35/5 =7
pictures in it. The answer is 7. v/

Q: At a restaurant each adult meal costs $5 and kids eat free.

If a group of 15 people came in and 8 were kids, how much
would it cost for the group to eat?

A: Let’s think step by step. There are 8 kids, so that means
there are 7 adults. Each adult meal costs $5, so that means
that the 7 adults will cost $5*7=$35. Now we just need to
add the two numbers together. $35+8=438$. So it would cost
$43 for the group to eat. The answer is 43. X

Q: A chef needs to cook 15 potatoes. He has already cooked 8. If
each potato takes 9 minutes to cook, how long will it take him to cook
the rest?

A: Let’s think step by step. The chef has already cooked 8 potatoes.
That means it has taken him 8 * 9 minutes to cook those 8 potatoes.

That means it will take him 9 minutes to cook each of the remaining
7 potatoes. That means it will take him a total of 8 * 9 + 7 * 9 = 135
minutes to cook all 15 potatoes. The answer is 135. X

Q: A chef needs to cook 15 potatoes. He has already cooked
8. If each potato takes 9 minutes to cook, how long will it
take him to cook the rest?

A: Let’s think step by step. The chef needs to cook 15
potatoes. He has already cooked 8. That means he has to
cook 15-8=7 more potatoes. Each potato takes 9 minutes to
cook. That means it will take him 9*7=63 minutes to cook
the rest of the potatoes. The answer is 63. v

Q’”y UVINIVLNODIL ]
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Method

* Errors frequently fall into the same cluster

* Using k-means, partition all 600 test questions

into k=8 clusters. 60
« Observed that one of the clusters (Cluster 2) § 40
has an abnormally high error rate (52.3%) ks
: S 20
* The phenomenon could be generic as Zero-Shot U%
-CoT may lack some skills to solve some commor

: 0
problems in target tasks 1 2 3 4 5 6 7 8

Figure 3: Clusters of similar questions.

- Single cluster 7t Ot multiple clustersOllA CHESH skillsE Al S3HE AL
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e N
[ Q: While shopping for music online, Zoe bought 3 ... J

[ Q: A chef needs to cook 9 potatoes. He has already... ]

X J
A 4 N
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[ LLM ] Demo Construction

. 2

4 1

[ Q: While shopping for music online ... A: Let'’s ... ]

[ Q: A chef needs to cook 9 potatoes ... A: Let's... ]

® . . f f
o Sampling by Selection Criteria

b

k AutolDemos
e e s B N s e e =

. Q: While shopping for music online, Zoe bought 3 country albums and 5 '

| many songs did Zoe buy total?

. A: Let’s think step by step. Zoe bought 3 country albums. Each album has 3
' songs. So she bought 3*3=9 songs from the country albums. Zoe bought 5
' pop albums. Each album has 3 songs. So she bought 5*3=15 songs from
' the pop albums. Zoe bought 9+15=24 songs in total. The answer is 24.

: Q: A chef needs to cook 9 potatoes. He has already cooked 7. If each
: potato takes 3 minutes to cook, how long will it take him to cook the rest?

' A: Let's think step by step. The chef has already cooked 7 potatoes. That
. means it has taken him 7 * 3 minutes to cook those 7 potatoes. That means
. it will take him 3 more minutes to cook each of the remaining 2 potatoes ...

| Q: A pet store had 64 puppies. In one day they sold 28 of them and put |
, the rest into cages with 4 in each cage. How many cages did they use? :
| A: Let’s think step by step. .

- J

Test Qbestion [ LLM

—

In-Context Reasoning 6 7 8

\ r questions.
The pet store had 64 puppies. They sold 28 of them. That means they have

36 puppies left. They put the rest into cages with 4 in each cage. That
means they have 9 cages. The answer is 9.

Figure 4: Auto-CoT. Different from Manual-CoT in Figure|l| a total of £ demonstrations (on the
right) are automatically constructed, using an LLLM with the ‘Let’s think step by step’ prompt.
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Method

» Auto-CoT: Automatic Chain-of-Thought Prompting

Algorithm 1 Cluster Algorithm 2 Construct Demonstrations
Require: Questions Q, number of chains k Require: Sorted question lists q* for all k clusters
Ensure: Sorted questions Q' = [q1,q5,- -] Ensure: Demonstration listd = [d*, ..., d"]
for each cluster i € {1...k} 1: procedure CONSTRUCT(Q, ..., q")
1: procedure CLUSTER(Q, k) 9. d« 0
2 for each question ¢ in Q do 3: for each cluster i € {1...k} do
3: Encode g by. Sente.nce-BERT 4- for each question ¢ € q° do
4: Cluster all questions g into k clusters 5: (rationale 7, answer a) via Zero-Shot-CoT(q)
5:  foreachcluster: € {1...k} do 6: if (g, r) satisfy selection heuristic then
6: Sort questions q* = [q1, g5, - - - 7: d«~du{(q,r,a)}
in the ascending order cluster centrality 8: break
7:  returnall q* fori € {1...k} 9:  returnd
R 14726



Method

» Auto-CoT: Automatic Chain-of-Thought Prompting

* Question clustering: Sentence-BERT 212 7|2t k-means clustering.
Zk cluster LH2| vector list= cluster center2}2| distance0]| 7|g A LiZIxfa A
> Sampling A| SI0j|A 772 22| 2B SHA o= 118

« Demonstration sampling: 2t 22| AE{0j|A 22| q0| St Zero-Shot-CoT 4.
-4 =l rationale r, answer a2| Z0[(60 tokens, no more than 5 reasoning steps) &
Z3I5HH next questionl 2 H0{ 7= 4O = JHEH
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Experiments

» Tasks and Datasets

« (i)t Arithmetic reasoning (MultiArith, GSM8K, AddSub, AQUA-RAT, SingleEq,
SVAMP)

» (ii): Commonsense reasoning (CSQS, StrategyQA)

« (lll) Symbolic reasoning (Last Letter Concatenation, Coin Flip)
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Experiments

* EXperimental results 107} reasoning tasksOl| A| Manual-CoT ECt £Z

Table 3: Accuracy on ten reasoning tasks. We report mean and standard deviations (). Random-Q-
CoT and Auto-CoT with three different random seeds. f} and 1 indicate that Auto-CoT is significantly
better than Random-Q-CoT at significance level p < 0.01 and p < 0.05 respectively.

Model Arithmetic Commonsense Symbolic
MultiArith GSM8K AddSub AQuA SingleEq SVAMP CSQA Strategy Letter Coin
Zero-Shot 22.7 12.5 77.0 22.4 78.7 58.8 72.6 54.3 0.2 53.8
Zero-Shot-CoT  78.7 40.7 74.7 335 78.7 63.7 64.6 54.8 57.6 91.4
Few-Shot 33.8 15.6 83.3 24.8 82.7 65.7 79.5 65.9 0.2 57.2
Manual-CoT 91.7 46.9 81.3 35.8 86.6 68.9 73.5 65.4 59.0 97.2
Random-Q-CoT 87.1+1.8 40.440.482.7+1.331.541.181.540.366.74+1.871.940.258.040.158.2+0.395.940.1
Auto-CoT 9207, . 4797, -84.8%,,36.5",,87.0", ,69.5.,,744%, .654%,,59.7,,99.9T .
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Experiments

- Effect of Wrong Demonstrations

. In-Cluster Sampling Auto-CoT
- Wrong demonstrations?| H[ 22 0 & 100
Demonstration?| diversityZt ICLS| E1tE2 A o5
N

> 90 S

: \

5 85 | \

g w0 N 7 \

2\l

12.5% 25.0% 37.5% 50.0%
Percentage of wrong demonstrations

Figure 5: Effect of wrong demonstrations.
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Introduction

» Zero-Shot-CoT (Kojima et al., 2022)

« Zero-Shot-CoT eliminates the need for manually crafted examples in prompts by
appending “Let’s think step by steg” to the target problem fed to LLMs such as GPT-3.
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Introduction

» Three pitfalls of Zero-Shot-CoT (Kojima et al., 2022)

35
* Results on a sample of 100 arithmetic test examples = Calculation Error

301 Step Missing Error
Semantic Misunderstanding 27

« Calculation errors (7%):
- wrong answer

 Missing Step errors (12%):

- missed-out some intermediate steps 15 12
+ Semantic misunderstanding (27%): o1,
- semantically misunderstand the problem s | I

Figure 1: Error analysis of 46 GSM8K problems with in-
correct answers returned by Zero-shot-CoT using GPT-
3 LLM. Following Wei et al. (2022b) and Wang et al.
(2022a), we assign “Calculation Error” (7%), “Step
Missing Error” (12%), or “Semantic misunderstanding
Error” (27%) to each incorrect answer.
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Introduction

* Plan-and-Solve (PS) Prompting

» First, devising a plan to divide the entire task into smaller subtasks,
- and then carrying out the subtasks according to the plan.

« + Give more detailed description to solve a variety of problems. (PS+ prompting)

I K OREA
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Introduction

* Plan-and-Solve (PS) Prompting

« Zero-Shot-PS+ ) Zero-shot-CoT by a large margin

« Zero-shot-PS+ has a similar performance to an 8-shot CoT prompting in arithmetic
reasoning (sometimes outperforms).

« A new CoT prompting approaches 7i0]| CH3t sparkE 7|CH

5 KOREA
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Method

(a) Zero-Shot-CoT

/Q: In a dance class of 20 students,

@ | 25% of the remaining enrolled in jazz
dance, and the rest enrolled in hip-
hop dance. What percentage of the
entire students enrolled in hip-hop
dance?

\A: Let's think step by step.

(b) PS

Q: In a dance class of 20 students,
20% enrolled in contemporary
dance, 25% of the remaining
enrolled in jazz dance, and the rest
enrolled in hip-hop dance. What
percentage of the entire students
enrolled in hip-hop dance?

A: Let's first understand the
problem and devise a plan to solve
the problem.

Then, let's carry out the plan and
solve the problem step by step.

20% enrolled in contemporary dance,

i)

(a)

—>[LLMsl—?i'

. ' /

First, 20% of the class enrolled in contemporary dance, so
that means that 80% of the class is left.

Next, 25% of the remaining 80% enrolled in jazz dance, so
that means that 25% of the original class enrolled in jazz
dance. That leaves 55% of the original class.

Finally, the rest of the class (55%) enrolled in hip-hop
dance. So, 55% of the entire class enrolled in hip-hop
dance

/Plan: \

Step 1: Calculate the total number of students who enrolled:,
in contemporary and jazz dance.

Step 2: Calculate the total number of students who enrolled |

in hip-hop dance.
Step 3: Calculate the percentage of students who enrolled
|n hip-hop dance.

Solution:
Step 1: 20% of 20 students is 4 students. 25% of the ..-*
remaining 16 students is 4 students. So, a total of 8
students enrolled in contemporary and jazz dance.

".‘ Step 2: The remaining 12 students enrolled in hip-hop

dance.
\Step 3: The percentage of students who enrolled in hip-hop

(b)

werefore, the answer (arabic numerals) is

(c) Answer Extraction

ﬁ In a dance class of 20 students, 20% enrolled in contemporam

dance, 25% of the remaining enrolled in jazz dance, and the rest
enrolled in hip-hop dance. What percentage of the entire students
enrolled in hip-hop dance?

A: Let's first understand the problem and devise a plan to solve the
problem.

Then, let's carry out the plan and solve the problem step by step.

Plan:

Step 1: Calculate the total number of students who enrolled in
contemporary and jazz dance.

Step 2: Calculate the total number of students who enrolled in hip-
hop dance.

Step 3: Calculate the percentage of students who enrolled in hip-
hop dance.

Solution:

Step 1: 20% of 20 students is 4 students. 25% of the remaining 16
students is 4 students. So, a total of 8 students enrolled in
contemporary and jazz dance.

Step 2: The remaining 12 students enrolled in hip-hop dance.
Step 3: The percentage of students who enrolled in hip-hop dance

is 12/20 = 60%. /

v
| LLMs |

v

H - O,
dance is 12/20 = 60%. \//

60% ]

(c)

Figure 2: Example inputs and outputs of GPT-3 with (a) Zero-shot-CoT prompting, (b) Plan-and-Solve (PS)
prompting, and (c¢) answer extraction prompting. While Zero-shot-CoT encourages LLMs to generate multi-step

reasoning with “Let’s think step by step”, it may still generate wrong reasoning steps when the problem is complex.
Unlike Zero-shot-CoT, PS prompting first asks LLLMs to devise a plan to solve the problem by generating a step-by-

step plan and carrying out the plan to find the answer. 24/46



Method

» Zero-Shot-PS Prompting

« Q: [X]. A! Let’s first understand the problem and devise a plan to solve the
problem. Then, let’s carry out the plan and solve the problem step by step.

» [PS+] ”pay attention to calculation”:
- calculation errorg& £017| 2let trigger sentence

» [PS+] “extract relevant variables and their corresponding numerals™:
- the input problem statement0i| explicit A28 =X|X| A=

» [PS+] “calculate intermediate results”: . )
- relevant and important intermediate reasoning steps& ZX|X| X =&

55 KOREA
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/Plan: We can use algebra to solve this problem. We can set up an equation \
with the variable x representing Alex's weight and solve for x. Then, we can
add the two weights together to get the combined weight.

/Q: Grace weighs 125 pounds. Alex weighs 2 ) Step 1: Set up an equation. We know that Alex weighs 2 pounds less than 4
pounds less than 4 times what Grace weighs. times what Grace weighs. We can represent this as:
What are their combined weights in pounds? ( Alex's weight = 4 * Grace's weight - 2

(a) | A: Let's first understand the problem and Cego Bangnage }—y

devise a plan to solve the problem. —’L Models Step 2: Solve for x. We know that Grace's weight is 125 pounds. We can
Then, let's carry out the plan and solve the substitute this into the equation to solve for Alex's weight:
problem step by step. Alex's weight =4 * 125 - 2

A J

Step 3: Calculate the combined weight. We can now add the two weights
together to get the combined weight:
Combined weight =125 + (4 * 125 - 2)

\Step 4: Answer. The combined weight of Grace and Alex is 497 pounds. X/

<" )

ariables:
. .. Grace: 125 pounds
7 _ _ ~N Alex: x pounds
Q: Grace weighs 125 pounds. Alex weighs 2 &
pounds less than 4 times what Grace weighs. Plan:
What are their combined weights in pounds? ./ We can use the given information to calculate the weight of Alex.
A: Let’s first understand the problem, extract’ = =
(b) | relevant variables and their corresponding _J Large Language Calculation:
numerals, and devise a plan. Then, let’s carry Models Alex weighs 2 pounds less than 4 times what Grace weighs.
out the plan, calculate intermediate 4 times what Grace weighs = 4 x 125 = 500
results (pay attention to calculationand. .. | .- " Alex weighs = 500 - 2 = 498 pounds
common sense), solve the problem step by
\step, and show the answer. ) Answer:
\Combined weight of Grace and Alex = 125 + 498 = 623 pounds \//

Figure 3: Example inputs and outputs of GPT-3 with (a) Plan-and-Solve (PS) Prompting and (b) Plan-and-Solve
prompting with more detailed instructions (PS+ prompting). PS+ prompting greatly improves the quality of the
generated reasoning process. 26/46



Experiments

» Benchmark Dataset
« Arithmetic Reasoning (GSM8K, SVAMP, MultiArith, Addsub, AQUA, SingleEq)

- Commonsense Reasoning (CSQS, StrategyQA)

« Symbolic Reasoning (Last Letter Concatenation, Coin Flip)
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Experiments

» Experimental results (Arithmetic Reasoning)

Table 2: Accuracy comparison on six math reasoning datasets. The best and second best results are boldfaced and
underlined respectively.

Setting Method (text-davinci-003)  MultiArith GSM8K  AddSub AQuA SingleEq SVAMP  Average

CoT 83.8 56.4 85.3 38.9 88.1 69.9 70.4
JeroShot | POT 92.2 57.0 85.1 43.9 91.7 70.8 73.5
PS (ours) 87.2 58.2 88.1 425 89.2 72.0 72.9
PS+ (ours) 91.8 59.3 92.2 46.0 94.7 75.7 76.7
Fow.Shor  Manual-CoT 93.6 58.4 91.6 48.4 93.5 80.3 77.6
Auto-CoT 95.5 57.1 90.8 41.7 92.1 78.1 75.9

KOREA
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Experiments

» Experimental results (CS, Symbolic reasonings)

. PS+ consistently outperforms Zero- Shot CoT Table 3: Accuracy on commonsense reasoning datasets.

) ) Method CSQA StrategyQA
« On symbolic reasoning,
PS+ ShOWS Strong per ormances Few-Shot-CoT (Manual) 78.3 71.2
Zero-shot-CoT 65.2 63.8

Zero-shot-PS+ (ours) 71.9 654

Table 4: Accuracy on symbolic reasoning datasets.

Method Last Letter Coin Flip
Few-Shot-CoT (Manual) 70.6 100.0
Zero-shot-CoT 64.8 96.8
Zero-shot-PS+ (ours) 75.2 99.6

I K OREA
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Experiments

 Prompting with Self-Consistency

Zero-shot-Cot
1 Zero-shot-PS+

%0 (a) GSM8K 100 (b) SVAMP

80 90 sa.a Self-Consistency (Wang et al., 2022): LLM’s output2|
3 707 27 | > o ey 27 ' randomness 2t2tS 2|SH, N reasoning results
£ co.3 £ co.0 BB M S majority. Voting2 £ final answer
260 56.4 > " 5 70 Z™H St B = (2023 ICLR)

50 60

40 50

wlo SC w/ SC wlo SC w/ SC

Figure 4: Results of methods with and without self-
consistency (SC) on GSM8K and SVAMP.
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Experiments

- Effect of Prompts

Table 5: Performance comparison of trigger sentences measured on GSM8K and SVAMP datasets with
text-davinci-003 except for No. 2 (code-davinci-002). (*1) means the trigger sentence used in
Zero-shot-CoT (Kojima et al., 2022). (*2) means the trigger sentence used in Zero-shot-PoT (Chen et al., 2022).

No.

Trigger Sentence

GSM8K SVAMP

1

Let’s think step by step.

(*1)

56.4 69.9 = Zero-Shot-CoT

import math

import numpy as np

# Question: example[’question’]

# Answer this question by implementing a solver() function.

def solver():
# Let’s write a Python program step by step, and then return the answer
# Firstly, we need define the following variable:

(*2)

57.0 70.8 - Zero-Shot-PoT

Extract variables and assign their corresponding numerals to these variables
first and then solve the problem step by step.

50.5 695 > PS

Firstly, extract variables and their corresponding numerals. Then, calculate
intermediate variables. Finally, solve the problem step by step.

54.8 70.8

Let’s first understand the problem and devise a plan to solve the problem.
Then, let’s carry out the plan and solve the problem step by step.

- PS+ triggers
58.2 72.0

Let’s first understand the problem, extract relevant variables and their
corresponding numerals, and make a plan. Then, let’s carry out the plan,
calculate intermediate variables (pay attention to correct numerical
calculation and commonsense), solve the problem step by step, and show
the answer.

59.3 757 S PS+
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Introduction

* CoT prompting in Knowledge-intensive tasks

« CoT prompting improves complex reasoning capabilities of LLMs by generating
interpretable reasoning chains, but still suffers from factuality concerns in knowledge-
intensive tasks such as open-domain question—-answering.

 As a major use case of LLMs is the prospect of replacing traditional search engines and
usage for more direct information access through question answering, factuality concerns
could largely undermine their validity and degrade users’ level of trust (Marcus, 2022).

 As LLMs could fail to recall accurate details when functioning as a knowledge base (Ye and
Durrett, 2022; Creswell et al., 2022)

> Human process? They often search (or revisit) external knowledge sources for
supporting facts in order to refresh their memory.
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Question Standard

— R [ Newcastle United. x

I t d t — Of all the teams >
John  Nyskohus ]

n ro u c I o n played for, which Chain-of-thought
team was known ) )
as "the Black and N First, John Nyskohus played for the Norwegian
Whites?" —— >| football team Odd Grenland. Second, Odd

" | Grenland is known as ‘the Black and

Whites." The answer is Odd Grenland. x

° ° /)
° Verlfy_and - Ed It Framework (VE) ____________ Self-Consistency.: m = = = =
less than majority agree
. . Verify
* VE Framework to post-edit the reasoning {Whatteam e — J
chains for more factually aligned predictions (Wnatteam s known as "the Biack and Whites
External Knowledge Retrieval
1 . F|nd u ncertain predict|ons John r\_lyskohus .. is an Au_strglian formfar soccer player who played club football for
USC Lion ... and Adelaide City in the National Soccer League ...

Adelaide City Football Club is an Australian football (soccer) club based in Adelaide,
South Australia. They are also known as "The Zebras" and "the Black and Whites.

2. Edit their rationales by searching for
supporting facts

Edit Rationales New Prediction

First, John Nyskohus played for Adelaide City in e | —.
the National Soccer League. Second, Adelaide # Adelaide City Football

3. Generate final answer based on edited TR T e e e g
rationales

Figure 1: The Verify-and-Edit framework consists of
five steps: (1) pass predictions with lower-than-average
consistency to the next stages while leaving highly con-
sistent predictions as-is; (2) produce verifying questions;
® KOREA (3) retrieve external knowledge; (4) edit rationales with
UNIVERSITY informed answers; and (5) produce new prédictions.




Introduction

- Verify-and-Edit Framework (VE)

« 3.8x improvement compared to retrieval-augmented models on AdvHotpot.

« On 2WikiMultiHop, VE reaches 33.6% accuracy with open—-domain search,
while CoT stands at 27.7%
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Method

Deciding when to edit

- Self-Consistency (Wang et al., 2022). A high correlation between self-consistency
with accuracy - it could prowde an uncertainty estimation for the model.

- A h|<_?h consistency predictions are left as-is. When consistency is lower than [n/2],
label it as “uncertain”

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, soin
total she sells 7 * $2 = $14 per day.

The answer is $14.

Chain-of-thought
prompting

Language
model

The answer is $14. ’

Marginalize out reasoning paths

Sample a diverse set of :
to aggregate final answers

reasoning paths

e s e e e e e s—

Self-consistency

ﬁ) If there are 3 cars in the parking \

lot and 2 more cars arrive, how many

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Q:

Language
model

She has 16 - 3 - 4 = 9 eggs
left. So she makes $2 * 9 =

I The answer is $18.

= $26 per day.

4

She eats 3 for breakfast, so

she bakes muffins, so she
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18.

she has 16 - 3 = 13 left. Then |
I The answer is $18.

\

cars are in the parking lot? $18 per day. | ) \

A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are T rrEErE dhe ahe aallE e \
3+2=5cars. The answer is 5. remainder for $2 * (16 - 4 - 3) The answer is $26. V

The answer is $18. }
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Method

 How to edit a specific rationale?

- To verify the rationale, generate verifying question using the original question and
the rationale.

« Search for supporting facts in external knowledge sources (e.q., Wikipedia, Google)
based on the verifying question.

* Generate verifying answer for the verifying question based on the supporting facts.

« Edit original rationale with the verifying answer.

I K OREA

%%/ UNIVERSITY




Method

» Algorithm for Verify-and-Edit

Algorithm 1 Verify-and-Edit

Require: The original question q; An n-shot CoT prompt pcot
Require: An LLM f(-); LM number of completions n; LM decoding temperature 7

Require: An external knowledge retrieval model g(-)

Require: n-shot prompts for verifying question generation (p,,) and answer generation (pyq)

R7 A+ f(pCOt7 q,n, T)

s¥. < max P(a|pcot, q),a € A
r*,a*  argmax P(a|pcot, q),a € A

if s3. < [5] then
for o; € r* do
U < f(pvq7 g, Oi)
v < g(u)
w < f(Puart, v)
0; < W
end for
a* < f(peot, q,7")
return a*
else if s;, > [3 ] then
return a*
end if

> Generate a set of reasonings (R) and answers (A).

> The highest self-consistency score among all answers.

> Reasoning and answer with highest self-consistency.

> Edit reasoning with a less-than-majority-agree consistency.

> Edit each sentence in the reasoning.
> Generate verifying question.

> Retrieve external knowledge.

> Generate verifying answer.

> Edit original reasoning sentence with verifying answer.

> Generate final answer with edited reasoning.

> Answer with high consistency is left as-is.




Experiments

* Benchmark datasets

« Adversarial HotpotQA: a multi-hop question answering dataset (the challenging
subset proposed by Ye and Durrett (2022))

« 2WikiMultihop: a multi-hop question answering dataset exploiting the structured
format in Wikidata

» Fever: a fact verification dataset
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Experiments

* Baselines

- Standard Prediction (Standard): directly predict using LLM
 CoT: Predicting the label after generating the explanation

« CoT with Self-Consistency (CoT-SC): Sampling 5 CoT reasoning paths with a
decoding temperature of 0.7

« Calibrator (Calib.): A calibrator that tunes the probabilities of a prediction based on
the score of its prediction

 ReAct: A reason-and-act framework that utilizes an external Wikipedia API.

It uses the PaLM model (Chowdhery et al., 2022), whose performance is similar to
GPT-3.
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Experiments

» Knowledge retrieval systems

 Wikipedia-API (Wiki): Searching for the query entities and selecting top sentences
from their Wikipedia pages

« DrQA: A pre-trained open-domain QA model that combines bigram hashing, TF-
IDF matching, and a multi-layer recurrent networks (only utilize retriever from it)

« Google: Using top-k search results produced by Google as assistive contexts
- Dataset: Selecting from the set of paragraphs provided each dataset

=> Since this includes gold supporting context with distractor paragraphs, this is
similar to an oracle setup (upper bound of knowledge retrieval system)
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Experiments

» Using Self-Consistency: know when it doesn’t know

Low consistency > more uncertain
by using Self-consistency - Right?

To test this, AdvHotpoQA dataset?]
consistency distribution= plotting

Incorrect samples > left-skewed
(low consistency)

Correct samples - right-skewed
(higher consistency)

This effectively validates the hypothesis
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§ \ [ correct
\ incorrect

1 overall

0.04 ~

0.02

0.00

consistency

Figure 2: Kernal density estimation plots for consistency
on the Adversarial HotpotQA dataset. With kernal esti-
mation, the curve extends its true distribution’s range,
which is from 0 to 5 (as we sampled 5 paths).



o Prompt Method| Ho(t]l;ﬁ?A ‘
EXxperiments
CoT (Wei et al.|2022) 0_4
CoT~SC (Wang etal. J2022a
. Method knowledge @ EM AEM AUC
. Expenmental Results CoT-SC — ReAct  Wiki.  342% +08% -
ReAct — CoT-SC  Wiki.  35.1% +1.7% -
+ ReAct > CoT-SC: ReAct2 M answer, oop ] e
AlIH5HH CoT-SC . ' a4
= al CoT-SC ; 31.2% ; 34.97
CoT-SC + Calib. Dataset - - 49.00
« CoT-SC > ReAct: all consistenciesZ} CoT-SC + VE Wiki.  357% +4.5% 45.62
n/28LCtYOMH ReActE answer CoT-SC + VE DRQA  36.0% +4.8% 46.06
CoT-SC + VE Google  37.7% +6.5% 47.98
CoT-SC + VE Dataset 56.8% +25.6% 60.94

Table 1: Results on the Adversarial HotpotQA dataset.
The best result for each model is underlined and the best
result overall is bolded. AEM represents the improve-
ment on Exact Match from the CoT-SC baseline. The
top two rows uses the PalLM model and the rest uses the
GPT-3 davinci-003 model.
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® Prompt Methocﬂ Ho(tgl(\)/}?A fzzg
Expen ments
CoT (Wei et al. [2022) 294 :
CoT—-SC (Wang et al.;2022a) 334
Act 25.7 58.9
ReAct 27.4 60 9
- Experimental Results ST | 3
Method knowledge @ EM AEM AUC Method knowledge Accuracy A Accuracy
Standard - 16.9% - 35.89 CoT-SC — ReAct Wiki. - gpnny  H42%
CoT . 28.4% : 16.64 ReAct — CoT-SC Wiki. - T 41.6%
CoT-SC - 27.7% - 17.16 Standard - 46.8% -
CoT-SC + Calib. Dataset - - 24.13 CoT - 50.0% -
CoT-SC + VE Wiki. 33.1% +5.4% 28.32 CoT-SC - 52.0% -
CoT-SC + VE DRQA  31.1% +34% 27.75 CoT-SC + Calib. - 33.7%
CoT-SC + VE Google  33.6% +59% 30.06 CoT-SC + VE Wiki. 53.6% +1.6%
CoT-SC + VE Dataset 37.2% +9.5% 32.28 CoT-SC + VE DRQA 53.3% +1.3%
CoT-SC + VE Google 53.9% +1.9%

Table 2: Results on 2WikiMultiHopQA dataset. AEM
represents the improvement on Exact Match from the
CoT-SC baseline. All experiment uses the GPT-3
davinci-003 model.

Table 3: Results on Fever dataset. AAccuracy repre-
sents the improvement on Accuracy from the CoT-SC
baseline. The top two rows uses the PalLM model and
the rest uses the GPT-3 davinci-003 model.
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Conclusion

» LISt CoT 7|4t A7} 2HasA| 2IME| 1 1, £35] Verify-and-Edit
(2023 ACL)O|L} ReAct (2023 ICLR), Selection-Inference (2023 ICLR)
2= 10X CoT 0l Knowledge & Z2glsid = Al 2

* ArithmeticO|L} reasoning 22 Task 22 HotpotQALt WikiMultiHopQA
Z2 Open-domain Multi-hop QA Of| A2t A7} 213 &l

- 87} 2587] 412 FO[2LR M2H0| SHA, EA0] ChatGPTLE PaLM
27 22 520| $85] 32 R0 FHE AT C0|, 5.
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Thank you!
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