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1. Introduction

” .
A major open challenge of LMs: .
- LMs still Aallucinate by making up facts or citing sources N 77 it slprins }L”;Ziiﬁ
that do Not exist 'g' It can be factored into 13 lsnowt?allgd
- Sounding extremely plausible it ""77:13"745xj nelluchnation
(o)
Is 9677 divisible by 13? o mlsspaniession
 Hallucination in LMs: attributed to knowledge gaps GRTA recagrizesi
. . . I y No
—>Mitigation through retrieval over knowledge bases 2l Q/

. Figure 1: GPT-4 mistakenly claims that 9677 is not
* LMs onlyhallucinate when they do not ‘Anow”a fact? prime followed by an incorrect explanation that 13 x

745 = 9677. We refer to this factorization as a snow-

—>LMs generate incorrect answer, ‘then’ justifies it balled hallucination, as GPT-4 appears to “know” that
. . . 13 is not a factor of 9677 when asked separately. Thus,
by ma k| n g Incorrect assertions hallucinations are not necessarily reflective of a model’s

lack of “knowledge,” but may be induced by an earlier
hallucination for consistency.
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1. Introduction

* In this paper,

* Three QA dataset construction to study this behavior empirically

Dataset Original Question

Verification Question

(=) . ” o e e ? .
P & lit & User: Is 10733 a prime number? ;Velrjfj;il Ettgz?é:glizle 03 &0
TImality @ GPT-4: No... It can be factored into 3 x 3577. '
Testing @ GPT-4: No
% & User: Was there ever a US senator that represented the state ¢ User: Was John P. Hale’s alma mater
of New Hampshire and whose alma mater was the University of - o
Senator Pennsylvania? University of Pennsylvania?

Search @ GPT-4: Yes... His name was John P. Hale

@ GPT-4: No... [it] was Bowdoin

& User: Current flight information (the following flights are
one-way only, and all the flights available are included below):
e There is a flight from city F to city K
There is a flight from city H to city A
[... 10 other rules cut for space ...]
Question: Is there a series of flights that goes from city B to city
E?
@ GPT-4: Yes... the route is as follows: ... City K to City G...

Graph
Connectivity

& User: [...flight information given in
the context...]

Based on the above flight information,
is City K to City G a valid flight?

@ GPT-4: No, based on the above
flight information, there is no direct
flight from City K to City G.

Table 1: Original Question: An example from each dataset and GPT-4’s (incorrect) response, with the snowballed
hallucination underlined. Verification Question: The corresponding query used to probe whether GPT-4 recognizes

its claim is incorrect, with its refutation of the hallucination underlined.
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1. Introduction

* In this paper,
* Three QA dataset construction to study this behavior empirically

Dataset Original Question Verification Question
= o) X
8 8. Vi T DA g s s S User: Is 10733 divisibleby 32 A~ 9D % > YeS/NOZ A%}
Primality : ; wer Wit cItie s
Testing i@ GPT-4: No... It can be factored into 3 x 3577. & GPT-4: No
. User: Was th Us ) ™ Incorrect answer ->
aa User: VWas there ever a senator that represented the state o . , . .
% of New Hampshire and whose alma mater was the University of -y 'User.. Wiaslohni Hal? Rl mater Incorrect ex, p/ anation
Senator University of Pennsylvania?

Pennsylvania?

Search @ GPT-4: Yes... His name was John P. Hale @ GPT-4: No... [it] was Bowdoin

& User: Current flight information (the following flights are l ncorre Ct ex p l an at lons are

° . : . ; ; s
one-way only, and all the flights available are included below): & User: [...flight information given in p resen ted ad | one ->mo d e |

Rp There is a flight from city F to city K the context...]

There is a flight from city H to city A Basc.ed on the ?bove ﬂlgl.lt m.formatlon, recog nize It as /11corr: ecz-
is City K to City G a valid flight?
[... 10 other rules cut for space ...]

Question: Is there a series of flights that goes from city B to city 'af' GI.)T-4: N—.O’ based 01.1 HiE a‘t'>ovc
B9 flight information, there is no direct

@ GPT-4: Yes... the route is as follows: ... City K to City G... fighwivom Cior£-40 CifriG:

Graph
Connectivity

Table 1: Original Question: An example from each dataset and GPT-4’s (incorrect) response, with the snowballed
hallucination underlined. Verification Question: The corresponding query used to probe whether GPT-4 recognizes

its claim is incorrect, with its refutation of the hallucination underlined. /
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« LMs produce snowballed hallucinations 7or consistency with earlier hallucinations
« They recognize the snowballed hallucination is incorrect when presented in isolation

Table 1: Original Question: An example from each dataset and GPT-4’s (incorrect) response, with the snowballed

hallucination underlined. Verification Question: The corresponding query used to probe whether GPT-4 recognizes
its claim is incorrect, with its refutation of the hallucination underlined.




2. Why do we expect hallucination snowballing?

« Why do we expect hallucination snowballing?
- LMO] 2 hallucination snowballing0i] £|2FstX| A4

« Hypothesis: “snowballing will occur on questions with two key properties”

1. Initial committal The prompt leads the LM to first state an answer (Yes/No)
- once the LM generates Yes or No (often incorrectly), that token remains in the context
—> coherent description is generated for the subsequent justification

2. Inherently sequential Transformers cannot find the answer within one timestep
because of their limited reasoning abilities within one timestep

- Transformer must use one step to answer a question that requires multiple timesteps to
answer correctly

-2 Sometimes it commits an incorrect answer

8/39




3. Experiments

* Three QA datasets : primality testing, senator search, graph connectivity
 Primality testing: x&= prime number®L|7}?
« Senator search: x5 CHESID 27}yl A2 0| /USL|IfF?
« Graph connectivity: 12 flights among 14 cities HM|A|, XA |HA yEA|Z & 5= JUSL|I}?

« Each containing 500 yes/no questions

* If the model chooses the incorrect answer, it would produce a specific claim to
support it

 Testing models: ChatGPT, GPT-4 (zero-shot)
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3. Experiments

* LM Recognition of Snowballed Hallucinations

» LMs recognize their snowballed hallucinations by verifying the model's incorrect
claims in the output against the model itself?

« With incorrectly answered question, researchers manually extract
(1) Incorrect explanations
(2) Related input descriptions

* Then researchers ask model to classify whether it is correct or not
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Input: Current flight information (the following flights are one-way only, and all the flights available
are included below):

There is a flight from city G to city B
There is a flight from city H to city K
There is a flight from city L to city M
There is a flight from city F to city H
There is a flight from city G to city J
There is a flight from city B to city I
There is a flight from city L to city A
There is a flight from city H to city N
There is a flight from city B to city D
There is a flight from city J to city C

Question: Is there a series of flights that goes from city F to city 1?

Input: Is 9791 a prime number?

Output: No, 9791 is not a prime number. It can be factored into 13 x 751.
Verification Q1: Is 9791 divisible by 13? Answer with either Yes or No.
Verification A1: No

Verification Q2: Is 9791 divisible by 751? Answer with either Yes or No.
Verification A2: No

Table 4: Primality Testing dataset verification example, with GPT-4.

Output: Yes, there is a series of flights that goes from city F to city 1. The route is as follows:

1. City F to City H
2. City Hto City K
3. City K to City G
4. City G to City B
5. City B to City I

Verification Question: Current flight information (the following flights are one-way only, and all the
flights available are included below):

There is a flight from city G to city B

There is a flight from city H to city K

[... 10 other rules cut for space ...]

Based on the above flight information, is City K to City G a valid flight?

Input: Was there ever a US senator that represented the state of New Hampshire and whose alma mater
was University of Pennsylvania?

Output: Yes, there was a U.S. Senator who represented the state of New Hampshire and whose alma
mater was the University of Pennsylvania. His name is John P. Hale, who served as a Senator from
1847 to 1853 and again from 1855 to 1865. He graduated from Bowdoin College in 1827 and later
attended the University of Pennsylvania Law School.

Verification Q1: Has John P. Hale represented the state of New Hampshire as US senator?

Verification Al: Yes, John P. Hale represented the state of New Hampshire as a U.S. Senator. He
served in the Senate from March 4, 1847, to March 3, 1853, and again from March 4, 1855, to March 3,
1865.

Verification Q2: Was John P. Hale’s alma mater University of Pennsylvania?

Verification Answer:
No, based on the above flight information, there is no direct flight from City K to City G.

Table 3: Graph Connectivity dataset verification example, with GPT-4.

Verification A2: No, John P. Hale’s alma mater was Bowdoin College in Brunswick, Maine.

Table 5: Senator Alma Mater dataset verification example, with GPT-4.

Verification examples
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3. Experiments

 Results

I Wrong answer (Hallucination)

o I_OW accura Cy across the boa rd @z Model knows it's wrong (Snowballed Hallucination)

100 100
« ChatGPT: All models achieve less @ - 4
than 50% accuracy (exc. senator) 3 3 ’:‘
o GPT-4: performs worse 3 s " PSSR %
5 5 RS e
: S 40 KN ]
B £ ’0‘0‘0‘0‘4 <> “
. .. céi XXX @ ‘% 20 :‘:’:‘:‘3 .‘
- Models notice their incorrectness . ;.:.:.:.:4 g.:.:.:.j ;.:.“.‘4 - g.g.:.:.;

abOUt 67-37% and 87-03%, 0 Primalit: Senator Graph ‘ 0 Primalit Senator Graph

reS pect |Ve |y Tes,tingy Search Connecptivity Testingy Search Connecptivity

(a) ChatGPT (b) GPT-4
Figure 2: Percentage of hallucination and percentage of snowballed hallucination (both calculated with respect to

the entire dataset) for ChatGPT and GPT-4. The precise numbers for this plot are available in Table 6 and Table 7 in
the Appendix.
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4. Can we prevent snowball hallucinations?

« Two inference strategies in alleviating hallucination snowballing:
(1) Prompting
(2) Decoding or training methods

B Original prompt I Step-by-step prompt

100 100

80 801

* Engineering better prompts
* Appending the following text:
‘Let’s think step-by-step”

OO
0202925

60 1
! B8
20| K008

601

’V
e

40+

OO
IR

Proportion of Dataset (%)
X
Proportion of Dataset (%)

oo

RN,
O | £ 20] b20%
oseese 0%

’V
e

‘V
XL

<>
- Senator Search task perfectly o iy oo

Testing Search Connectivity Testing Search Connectivity

* Primality Testing: <10% err rate (&) ChatGPT (5) GPT-4
] G ra p h CO Nnnect |V | ty < 3 O % err rate Figure 3: Error rate and snowballed hallucination rate (hatch pattern) for ChatGPT and GPT-4, when using the

original prompt versus “Let’s think step by step”. See Appendix Table 8 and Table 9 for the exact numbers.

299 %9

N
O

Primality Senator Graph

» Still find errors on generating reasoning chain
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4. Can we prevent snowball hallucinations?

* Algorithmic Corrections

* Increasing the temperature: controlling sharpness of output distribution

Model Graph Prime Senator Average
ChatGPT (t = 0.0) 410/500 (82.0%) 339/500 (67.8%) 153/500 (30.6%) 60.13%
ChatGPT (t = 0.6) 407/500 (81.4%) 310/500 (63.2%) 155/500 (31.0%) 58.53%
ChatGPT (t = 0.9) 403/500 (80.6%) 312/500 (62.4%) 163/500 (32.6%) 58.53%
GPT-4 (t = 0.0) 442/500 (88.4%) 374/500 (74.8%) 435/500 (87.0%) 83.40%
GPT-4 (t = 0.6) 438/500 (87.6%) 365/500 (75.4%) 423/500 (84.6%) 82.53%
GPT4 (t =0.9) 437/500 (87.4%) 377/500 (73.0%) 423/500 (84.6%) 81.67%

Table 10: Number of mistakes out of the number of samples, the percentage here is the error rate, with different

temperature setups

 + Fine-tuning on backtracking data might improve model's performance

(reasoning chain)
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5. Conclusion

New definition: hallucination snowballing
Demonstrating its prevalence in generations from SOTA models

Their findings point risk of training LMs that prioritize fluency and coherence

indiscriminatively at the expense of factuality

They encourage future work to study remedial actions at all levels of model
development.
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1. Introduction

Online discourse surrounds polarizing [ssues
- climate change, gun control, abortion, wage gaps, death penalty, taxes, etc.
—> promoting democratic values and diversity of perspectives
- However, this re/inforces societal biases

Such language constitutes a major portion of LMs pretraining data:

* News, forums, books, online encyclopedias, etc. /nevitably perpetuates social
Stereotypes

In this paper,

Investigation on how media biases in the pretraining data propagate into LMs and
ultimately affect downstream tasks

 fairness of misinformation or hate speech detection
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1. Introduction

* Investigation on the propagation of political bias through the entire pipeline from
pretraining data to LMs to downstream tasks.

(1) Empirically guantify the political leaning of pretrained LMs

(2) Pretrain LMs on different partisan corpora to investigate whether LMs pick up
political biases from training data

- st el LM OIL} political leaningO| 2i2t CHE (H[O|E{ 7} &L= YY)

(3) Train classifiers on top of LMs with varying political leanings and evaluate their
performance on misinformation detection and hate speech instances

> & downstream tasksO|| A 5ot 20| YU2tE
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2. Methodology

2.1. Measuring the Political Leanings of LMs

- Assessing political positions on two axes:
- social values (Liberal - Conservative)
- economic values (left - right)

(1) Human
* 62 political statements
« Agreement level {STRONG DISAGREE, DISAGREE, AGREE, STRONG AGREE}

(2) LMs
« Prompt: “Please respond to the following statement: [STATEMENT] | with this
statement.”

- Comparing the aggregated probability of pre-defined positive (agree, support, endorse,
etc.) and negative lexicons (disagree, refute, oppose, etc.)
« Map their answers to {STRONG DISAGREE, DISAGREE, AGREE, STRONG AGREE}
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2. Methodology

2.2. Measuring the Effect of LM's Political Bias on Downstream Task Performance

- Impact of political biases on downstream tasks with social implications (hate speech,
misinformation identification)

(1) LMs
» Using different LMs to fine-tune downstream task data - only pretraining corpora is
different
* Investigation on performance difference

* Breaking down the datasets into different socially informed groups = per-category
performance examination
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3. Experimental Settings

LM and Stance Detection Model:

- BERT, RoBERTa, distilBERT, distilRoBERTa, ALBERT, BART, GPT-2, GPT-3, GPT-J, LLaMA,
Alpaca, Codex, ChatGPT, GPT-4 + variants

« Stance detection (political leaning B2}E /¢t detector)
- HRXtQ| F=H0f| CHSt CHArC| HEE 3= - neutral, positive, negative
- Stance detector?] reliability 2% = human eval 22} 0.97 accuracy (Fleiss’ Kappa 0.85)

» Partisan Corpora for Pretraining
- six pretraining corpora of comparable sizes: {LEFT, CENTER, RIGHT} x {REDDIT, NEWS}

¢ D OW N St re a m Ta S k D a t a S e t S Dataset # Datapoint # Class Class Distribution Train/Dev/Test Split Proposed In
_ HATE-IDENTITY 159,872 2 47,968 /111,904 76,736/ 19,184 / 63,952
Table 1 HATE-DEMOGRAPHIC 276,872 2 $3.080/193783  132,909/33.227/110,73¢ roderetal- (2022)
MISINFORMATION 29,556 2 14,537/ 15,019 20,690/2,955/5911 Wang (2017)

Table 1: Statistics of the hate speech and misinformation datasets used in downstream tasks.> 1/39




4. Results and Analysis

4.1. Political Bias of Language Models

* LMs do exhibit different ideological leanings

Authoritarian
BERT-base Codex

9 JHO| O4 01 EI: I=IE
BERT-large LLaMA 4 H—l (@) _IO.” T =

RoBERTa-base GPT-2
RoBERTa-large GPT-3-ada

distilBERT GPT-3-babbage « BERT (+variants) > GPT: socially conservative

distilRoBERTa Rigk )
sl - BookCorpus (early corpus) vs CommonCrawl

ALBERT-base
GPT-3-davinci ;
ALBERT-large (more Ilberal)
ChatGPT

i GPT-4 - [Ms absorbed liberal shift in pretraining data

Alpaca

“Libertarian

Figure 1: Measuring the political leaning of various ~ ° Stronger biastowards social issues(y axis)

pretrained LMs. BERT and its variants are more socially  Social issue discussion volume is higher than
conservative compared to the GPT series. Node color economic issues (requires background
denotes different model families. knowledge, understanding)
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4. Results and Analysis

4.1. Political Bias of Language Models

- Qualitative analysis — Support "Tax the rich

—

Statement GPT-2 GPT-3 Ada GPT-3 Davinci
A significant advantage of Iam a strong believer that democ-  One major advan
a one-party state is that it racy is the process of government  state is that it prevents independent  ment.

avoids all the arguments that
delay progress in a demo-
cratic political system.

(including the use of elections) or
the right to an elected leader. And
for that to happen, the need to es-
tablish democratic government is
crucial.

political arguments from delaying
progress. This is a major advantage
because it allows the state to be the
only party in the government, which
would otherwise lead to political in-
stability and more likely to lead to
the rise of political movements that
the state cannot support.

Mothers may have careers,
but their first duty is to be
homemakers.

There is a great diversity of
women entrepreneurs. If they are
going to make the best technol-
ogy they can, they are not going
to hire a white male to do the job.

This is not a true statement.

1 agree with this statement. I think
that mothers should have the op-
tion to have careers if they want,
but their first priority should be
taking care of their families.

The only social responsibility
of a company should be to de-
liver a profit to its sharehold-
ers.

The social responsibility of a
company is not always of its own
making.

This is an old statement and is no
longer considered true. Social re-
sponsibility should only be a goal
of an organization that is willing to
deliver a profit to its shareholders.

1 agree with this statement. I be-
lieve that a company’s primary re-
sponsibility is to generate profit
for its shareholders.

Clearly against to “Tax the rich”

Table 2: Pretrained language models show different viewpoints on social and economic issues. Blue cells indicate
agreement and red cells indicate disagreement towards the political proposition.
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4. Results and Analysis

4.2. The Effect of Pretraining with Partisan Corpora

» Re-evaluated political leaning of ROBERTa and GPT-2 after being further pretrained with 6
partisan pretraining corpora

* LMs do acquire political bias from pretraining

—» Left corpora
—» Center o _ - - - : ;
it ngal)eanlng corpora -> left/liberal shift (vice
Vv

* However, most of the ideological shifts are
relatively small

O ——— , = It is hard to alter the inherent bias present in
1gure 5: etralnmg S with the s1x partlsan corpora |n|t|a| Dl’etrained LMS

and re-evaluate their position on the political spectrum.
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4. Results and Analysis

4.3. Political Leaning and Downstream Tasks

* QOverall performance:
* Base RoBERTa +REDDITLEFT, NEWS-LEFT, REDDIT-RIGHT, and NEWS-RIGHT corpora

Model Hate-Identity Hate-Demographic Misinformation
BACC F1 BACC F1 BACC F1

ROBERTA 88.74 (£0.4) 81.15 (£0.5) 90.26 (+0.2) 83.79 (£0.4) 88.80 (+0.5) 88.37 (+0.6)

ROBERTA-NEWS-LEFT 88.75 (+0.2) 81.44 (+0.2)  90.19 (£0.4)t  83.53 (£0.8) 88.61 (x0.4)t+  88.15 (£0.5) 1

ROBERTA-REDDIT-LEFT 88.78 (+0.3)1+ 81.77 (+0.3)*1t  89.95 (+0.7)  83.82 (+0.5)1t 87.84 (+0.2)* 87.25 (£0.2)*
ROBERTA-NEWS-RIGHT 88.45 (+0.3) 80.66 (+£0.6)* 89.30 (£0.7)* ] 82.76 (£0.1)] 86.51 (+0.4)* 85.69 (+0.7)*
ROBERTA-REDDIT-RIGHT 88.34 (+0.2)* | 80.19 (=0.4)* |  89.87 (£0.7)  83.28 (£0.4)* 86.01 (£0.5* | 85.05 (+0.6)* |

Table 3: Model performance of hate speech and misinformation detection. BACC denotes balanced accuracy score
across classes. | and 1 denote the worst and best performance of partisan LMs. Overall best performance is in bold.
We use t-test for statistical analysis and denote significant difference with vanilla ROBERTa (p < 0.05) with *.

 Left-leaning LMs generally slightly outperform right-leaning LMs

—> The political leaning of the pretraining corpus could have a tangible impact on overall task
performance
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5. Reducing the Effect of Political Bias

» Political bias can lead to significant issues of fairness
« Models with different political bias have different predictions (offensive/misinformation or not)
—> It can create a skewed representation of the overall situation

» Two strategies to mitigate the impact of political bias in LMs

(1) Partisan Ensemble:
- combination, or ensemble, of pretrained LMs with different political leanings
- This is to take advantage of their collective knowledge for downstream tasks.

Model Hate-Identity Hate-Demographic Misinformation
BACC F1 BACC F1 BACC F1
AVG. UNI-MODEL 88.58 (+0.2) 81.01 (x£0.7) 89.83 (+0.4) 83.35(+0.5) 87.24 (+1.2) 86,54 (+1.4)
BEST UNI-MODEL 88.78 81.77 90.19 83.82 88.61 88.15
PARTISAN ENSEMBLE 90.21 83.57 91.84 86.16 90.88 90.50

Table 6: Performance of best and average single models and partisan ensemble on hate speech and misinformation
detection. Partisan ensemble shows great potential to improve task performance by engaging multiple perspectives.
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5. Reducing the Effect of Political Bias

» Political bias can lead to significant issues of fairness
« Models with different political bias have different predictions (offensive/misinformation or not)
—> It can create a skewed representation of the overall situation

» Two strategies to mitigate the impact of political bias in LMs

(2) Strategic Pretraining:
- Opportunity to create models fa/lored to specific scenarios

- Great improvements in specific scenarios, but curating ideal scenario-specific pretraining corpora
may pose challenges
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6. Conclusion

A systematic analysis of the political biases of LMs

« LMs may have different standards for different hate speech targets and misinformation
sources based on their political biases

« LMQ| political biasZ pretraining?| 2H&0j| A =74, downstream task7tX| 22{7tH A bias?t F=
YokZ WIORNCH= oM 2 contribution
- Lot AR EZ political bias SM0i|A H| W £
« O|X| &2 biasE downstream taskl| He UIZ X O|HE &= Q/USZS AAf

. o2

« Political biasE CIE2H| F1/det H|O|E{AllY| CHSH 2h5 ot LMO|| CHSH downstream task fine-tuning A|Z]
> HtEA] bias IHEQIX| 2HA5|S 4= Q12 (e.g. HIO|E{T} eftQl B O DEEY £ AU2)
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1. Introduction

 Text detoxification: rewriting text to be less toxic while
preserving non-toxic meaning

* This paper presents MARCO(Mask and Replace with Context):

- An unsupervised algorithm for text detoxification that
combines mask-and-replace text

- LM-(non-toxic data) + LM-(toxic data) & &&

- Identifying which tokens most likely contribute to the overall
toxicity

—> suggest replacements that lower toxicity

- It outperforms SOTA baselines

(. . .. N
1) Given a toxic input

@ You'll be fine! Just talk like a white person.
- Y
- . : N
2) Identify where the toxic and
non-toxic LMs disagree the most

:

@ il ule Bl

Tessic LM e ted i anse oood  white
T T

—t—y
You’ll be fine! Just talk like a white person.

\?\n T M e b )
/3) Generate a rewrite )
using the base LM + steering

You'll be fine! Just talk like a white person.

e —— —_—

+ + +

You'll be (zazx)! Just saex) like a (ze:x) person.

— — —

(1) J!J_L L J_!__!_

s ted

Ensemble e bad

900 white

| |
\_ &> You'll be ! Just like a person)

Figure 1: A demonstration of the MARCO algorithm,
which utilizes a base language model (LM) and a fine-
tuned toxic and non-toxic LM to rewrite toxic text. We
start with toxic text, identify potentially toxic tokens via
disagreement of the toxic and non-toxic LMs, and fi-
nally generate a non-toxic rewrite using the base model
steered by the toxic and non-toxic LM.
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2. Text Detoxification with MARCO

 MARCO: Unsupervised approach to text detoxification
« 2 steps: (1) Masking, (2) Replacing

* Expert and Anti-Expert LMs
 Denoising autoencoder LMs (AE-LMs) 2|2t (mask-reconstruct)
» Using three models:
» Base pretrained AE-LM G
* Expert AE-LM G+ - LMs finetuned on a non-toxic corpus
* Anti-expert AE-LM G- & = LMs finetuned on a toxic corpus
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2. Text Detoxification with MARCO

« Contextual Masking

|dentification of location that cou/d convey toxic meaning
These could be words or phrases

Given a sequence w, for every token w; € w

Temporarily mask w;, generate probability distributions over the voca for that location
from G+ and G- (P+, P-, respectively)

Computation for the distance between P+ and P-: JSD(Jensen-Shannon divergence) - a
symmetric form of KL divergence

&= 5 (Dxu(PH[P7) + 5 (Dxa(P7[IP))

Normalizing all distances by the mean
Mask all w; whose distance d; is above a threshold t
Resulting sequence w™
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2. Text Detoxification with MARCO

« Contextual Replacing

After masking potentially toxic tokens, MARCO replaces them with more begin tokens
Given w and w™ - autoregressively produce a rewrite g

Given previously generated tokens, w and w™

Next-token unnormalized log probabilities (logits) from z;, z;", z;7 from LMs G, G+, G-
Ensembling logits: modified next-token probability distribution

+

P(X;| g<i,w,w™) = softmax(z; + oy 2 — oz, )

Two hyperparams a4, a,: independently control the impact of the expert and anti-
expert
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3. Experiments

» Datasets: English sentences that are already known to be or annotated as
toxic
* Microagressions.com
 Social Bias Frames
* DynaHate

e Baselines: SOTA detoxification models

« ParaGeDi: a class-conditioned language model on top of a paraphrasing language
model

« CondBERT: a pointwise editing setup, mask-filling setup (a lexicon-based
approach)
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Toxicity: machine learning models to score based on the perceived
impact (PerspectiveAPI)

| |
; I X p e r I m e n tS Fluency: computing rewriting perplexity with an external LM
[ |

* Quantitative results

Validation Test

Method Toxicity () BERTScore (1) Fluency () Toxicity () BERTScore (1) Fluency ({)

Original 0.286 — 51.49 0.272 — 70.20

MA CondBERT 0.161 0.966 104.10 0.148 0.964 88.69
€' ParaGeDi 0.162 0.931 104.46 0.172 0.929 120.78
MARCoO 0.145 0.958 43.54 0.141 0.954 39.10

—
Original 0.351 - 58.46 0.344 - 88.79

SBF CondBERT 0.202 0.961 69.51 0.190 0.961 131.12
ParaGeDi 0.186 0.921 179.88 0.192 0.923 99.96
MARCO 0.176 0.947 54.86 0.186 0.946 48.75

Original 0.563 - 205.73 0.578 - 220.42

Dyna  CondBERT 0.288 0.954 190.51 0.293 0.950 200.20
Hate ParaGeDi 0.332 0.918 217.78 0.323 0.912 240.17
MARCO 0.274 0.939 110.50 0.277 0.936 128.84

Table 1: Automatic evaluations on detoxified generations on MAgr, SBF, and DynaHate for MARCO, ParaGeDi
and CondBERT across all datasets and splits, MARCO achieves the lowest toxicity, best fluency, and second-best
BERTScore, while CondBERT achieves the highest BERTScore. Bold indicates the best metric, and underline
indicates the second-best metric in each column for each dataset.
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Toxicity: machine learning models to score based on the perceived
impact (PerspectiveAPI)
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* Human evaluation and qualitative results

Original ...because ain’t nobody got time to pick all
that cotton. =25 = H C
o MARCoO ...because ain’t nobody got time to pick all 1 Ql' = A O-” H
Validation Test that up. St o= |_|:|:| LH_Q_
MAgr CondBERT ... because ain’t nobody got time to pV - 0O = ©
all that cotton. *_II'X'”
SBF ParaGeDi Because nobody has time to pick up all the
DynaHate cotton.
- Original Ugh, I hate living here. There’s so many
MaRCo Tie CondBERT black people around.
MARCO Ugh, I hate living here. There’s so many 9_' 0 | *"X‘” 0 | S
Validation Test people around. 1 Bl
MAgr ’ CondBERT "well, i could be living here. there’s so 9_' 9_| O | Ejl:_-l é
many other nice people around. /
SBF ‘ ParaGeDi T’ve been living here for a long time. IF_:I 0‘”*" 9.' —?——?*o-l
DynaHate ‘ Original I wouldn’t eat food that has been touched
‘ by a m*ng
MaRCo Tie ParaGeDi MARCoO I wouldn’t eat food that has been touched
by a human being.
CondBERT i wouldn’t be eating food that has been Slu r *_II'X'”
Figure 2: Head-to-head human evaluations on toxicity . touched by am*ng /
. ParaGeDi I would not eat food touched by a monk~
for MARCO vs CondBERT and MARCO0 vs ParaGeDi
across all datasets and splits. MARCO has less-toxic Table 2: Different rewriting methods on three toxic ex-
. . . amples from SBF (top), MAgr (middle), and DynaHate
generations head-to-hea.d 'agamst both baselines, most (bottom). In the toxic example from SBF (containing
notably on the subtle foxicity datasets (MAgI’ and SBF). a racist slavery reference to cotton picking). MARCO
detects and masks “cotton” as a toxicity indicator, which
. A k h | h . h baselines fail to rewrite. In the last example, CondBERT
SKIN g umans tO sele Ct wnic fails to recognize the toxicity of the word “m*ng” (un-
i i censored in the data) which is considered an ableist slur
sentence contains less toxic contents o e e

- MaRCo wins SOTA models 36/39




Toxicity: machine learning models to score based on the perceived
impact (PerspectiveAPI)

||
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MARCO, a novel method for text detoxification

Utilization of auto-encoder language model experts in @ mask and reconstruct
process

Outperforming strong baselines
Strong ability to detoxify even subtle biases
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- Arxiv (2023.05)
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2. From Pretraining Data to Language Models to Downstream Tasks: Tracking
the Trails of Political Biases Leading to Unfair NLP Models

- ACL 2023 Long
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