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Abstract

LLMO| U3t taskdi|A £22 H5S E0|1 X2 model0| 7HX| 1 Q= knowledged| CHSt 314
: incomplete, out-of-date, or incorrect
« External knowledgeE ArESHA LLMs2 assistot= P11=0| UX|2F additional training or fine-tuning &
« Post-processing approach X[t - rethinking with retrieval (RR)
: relevant external knowledgeE retrievesiA| AE
: additional training, fine-tuning X
: LLM9| input length X|$tetx| o2
« Commonsense reasoning, temporal reasoning, tabular reasoning tasko{| CHsH A

: more faithful explanations2& EdliA LLM2| 452 =&
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Introduction

«  LLMO| =Xl 5~ Q= incomplete, out-of-date, incorrect knowledgeE 2|8l
external knowledge sourceAtE
« Chain-of-Thought (CoT) prompting method& &3l *{2] reasoning pathE 44

: 0|2 2t pathZ AtE8HA| knowledgeZ retrieved|o] AL

)

(a) | Query } > um Prediction
Chain of thought
(b) | Query } > UM >{ Explanation + Prediction ]

Rethinking

Chain of thought
(c) | Query } >

Av{ Explanation + Prediction ]

® O ¢

Retrieval

=

(S ——
Knowledge
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Rethinking with Retrieval

e Overview
- given query QO]| CHSHA| chain-of-thought prompting2 S3l|A] set of reasoning path Ry, R, ..., Ry 4474
- 2t R;= predictionZ1IQ! P;2} explanation E; 2 1 E|0] /S
- KBO|A| 2t reasoning pathQ| explanationf Mgtet knowledge Kj, ..., Ky = retrieve

- knowledged]| 7} Hetst prediction PE Z|5 prediction@ 2
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Rethinking with Retrieval

+ Chain-of-thought prompting
- step-by-step reasoning example= promptd| Z2HA|H Z 2 M reasoning processE & capture
- question : "Did Aristotle use a laptop?’
answer: “No” (X)
"Aristotle died in 322 BC. The first laptop was invented in 1980. Thus, Aristotle did not use a laptop.

So the answer is no.” (O)

> CoTE SdllA{ explanation E2f prediction PE &S
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Rethinking with Retrieval

« Sampling diverse reasoning paths

- greedy path@t 11248t= 20| Ol diverse set of reasoning pathE samplingstt] ALE

- question : "Did Aristotle use a laptop?’

(R1) Aristotle died in 2000. The first laptop was

invented in 1980. Thus, Aristotle used a lap-
top. So the answer is yes.

(Ry) Aristotle died in 322BC. The first laptop was
invented in 2000. Thus, Aristotle did not use
a laptop. So the answer is no.

(R3) Aristotle died in 322BC. The first laptop was
invented in 1980. Thus, Aristotle did not use
a laptop. So the answer is no.

Chain-of-thought

prompting

Self-consistency

ﬂ): If there are 3 cars in the parking \

lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3+ 2 =5 cars. The answer is 5.

Q: Janet's ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

N 2

Language
model

Language
model

Greedy decode

The answer is $14.

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

J\[ The answer is $14. ]

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths

to aggregate final answers

She has 16 - 3 - 4 =9 eggs
left. So she makes $2 * 9 =
$18 per day.

| The answer is $18.

remainder for $2 * (16 - 4 - 3)
= $26 per day.

|
This means she she sells the
I The answer is $26.

~

She eats 3 for breakfast, so
she has 16 - 3 = 13 left. Then
she bakes muffins, so she
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18.

I The answer is $18.

The answer is $18.

J
<
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Rethinking with Retrieval

* Knowledge Retrieval

- Wikipedialt 22 external knowledge base0f|A] reasoning path0i| &gt knowledge retrievalshs
+ Faithful inference

- retrievaldll& knowledge2t reasoning path2| faithfulness& E= £&

- retrieved knowledge®} H|WsHA I3 faithful$t prediction PE identifyst= 22
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Experiments

« Baselines
- Zero-shot/few-shot prompting, Chain-of-thought prompting, Self-consistency

* three complex reasoning tasks
1) commonsense reasoning
. strategyQA dataset
- implicit reasoning strategiesE 2+0l= QA dataset
- question, yes/no answer, decomposition, evidence paragraph, supporting facts
: external KB - Wikipedia
* Knowledge Retrieval - BM25& top 10 paragraph retrieve
* Faithful Inference
- MPNet modelZ A& paragraphlt explanationZt2| cosine similarity score &7
- NLI 22 S A3l A entailment, contradiction score &%

> = 371X| £ 7|82 £ final prediction
10/43
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Experiments

2) temporal reasoning
: capability to understand and process information that involves time-based concepts and sequences
: TempQuestion dataset
- implicit temporal questionsZt A2
: external KB - Wikidata
* Knowledge Retrieval
- entity linking= SdliA| explanation?| 2t entity0f| Si{&St= wikidata page2t 14
- triple2 sentenceZ convert& 5= Q= template AFE5}10 knowledge sentence 44-d
* Faithful Inference

- O iR S
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Experiments

3) tabular reasoning
. premise tableO| =B Z Y], given hypothesis?| table2| HEO| entailment or contradiction or neutral
: INFOTABS dataset
: external KB - WordNet, ConceptNet

* Knowledge Retrieval

- premise2t hypothesisE 1Z5t= triple= & 0A sentenceZ convert

* Faithful Inference

-0t 3
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Experiments

+ Evaluation
- GPT3 text-davinci-001
- zero-shot, few-shot, and chain-of-thought prompting > temperature 022 117d

- self-consistency and rethinking with retrieval = temperature 0.7= randomly sample 10 outputs

* Results
Methods Commonsense | Temporal | Tabular
Zero-shot prompting 58.08 28.40 82.00
Few-shot prompting 63.32 29.59 83.08
GPT-3 | Chain-of-thought prompting 65.94 33.14 83.33
Self-consistency 73.36 37.28 84.00
Rethinking with retrieval Y7 39.05 84.83

Table 1: Performance of different methods using GPT-3 on three reasoning tasks.
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Analysis - 1. Limitations of LLMs in Reasoning

« StrategyQAO0]| CHSHA] CoT prompting HWHE 21} 24
« &= reasonable explanations ?|2I2 £ correct prediction
- YETHIiEZS 2
1) supporting facts
2) chaining arguments
3) prediction
- ZE 0|&st= 32 2 wrong supporting facts, wrong inference

The Albany in New York has a pop-
ulation of about 98,000. The Albany
in Georgia has a population of about
77,000.
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Analysis - 1. Limitations of LLMs in Reasoning

Wrong supporting facts

Wrong inference

Question

Was Lil Jon’s top ranked Billboard song a
collaboration with a member of The Lox?

Would the top of Mount Fuji stick out of
the Sea of Japan?

Answer

No

Yes

Facts

Lil Jon’s highest ranked billboard song
was Yeah; Yeah was a collaboration be-
tween Lil Jon, Usher, and Ludacris; The

Lox is a rap trio consisting of: Styles P,
Sheek Louch, and Jadakiss.

The average depth of the Sea of Japan is
5,748 feet (1,752 metres) and its maxi-
mum depth is 12,276 feet (3,742 metres);
Mount Fuji is 3,776.24 metres (12,389.2

ft) tall.

GPT-3

Lil Jon’s top ranked Billboard song was
"Get Low" with the East Side Boyz. The
Lox is not a member of the East Side
Boyz. Thus, Lil Jon’s top ranked Bill-
board song was not a collaboration with
a member of The Lox. So the answer is
no.

Mount Fuji is 3,776 meters tall. The
Sea of Japan is about 3,741 meters deep.
Thus, the top of Mount Fuji would not
stick out of the Sea of Japan. So the an-

SWer 18 no.

Correct supporting factE 4434 X| 2!

Table 2: Examples of incorrect outputs from GPT-3 with CoT prompting.

Incorrect supporting factE 45X |2F ZX O = prediction2 HEHQ HL2

tinferenceE ZRs|A IO 2 prediction2 E21 42
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Analysis - 2. Ablation Study

* Importance of decomposition-based retrieval

: decomposed reasoning stepO| A0 ot Qg

o

FS DA<

> original queryZ knowledge retrievalet 222 prediction

* The impact of different types of knowledge

Retrieval Commonsense | Tabular

Query-based 73.36 36.69
Decomposition-based TLTS 39.05
Table 3: Comparison of query-based and

decomposition-based retrieval on commonsense

and tabular reasoning.

> tabular reasoninge! [l external knowledge + background knowledge (table)E A2

L= LPARBIE M oY S22 ds= 29
: background knowledge?} 450f 2 ¥gk2 7|

- RR 20| background knowledgeE 2 &

Knowledge Tabular
External 79.92
Background 84.75
Background + External | 84.83

Table 4: Performance of RR with different types of
knowledge on tabular reasoning: external only, back-
ground only, and a combination of both. External
knowledge refers to WordNet and ConceptNet, while
background knowledge refers to the tables.
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Xingxuan Li*'1> Ruochen Zhao*! Yew Ken Chia**

Bosheng Ding? Lidong Bing”> Shafiq Joty! Soujanya Poria®
'Nanyang Technological University, Singapore 2DAMO Academy, Alibaba Group
3Singapore University of Technology and Design
{xingxuan.li, yewken.chia, bosheng.ding, 1.bing} @alibaba-inc.com

{ruochen002, bosheng(001, srjoty} @ntu.edu.sg {sporia}@sutd.edu.sg

17143



Abstract

« Factual correctnessE fatA|Z| 1 hallucination2 Z0|= framework@! Chain of Knowledge (CoK) |2t
« Query generator model2 E8iA E8H O Z LLMO| knowledge baseE A% 4= UAHIE
- query generator model2 frozen LLMIt L2 |0 U0 | IHZ0i| CHFSF knowledge resource2t modelof| 2&0| Jtse

« CoK framework?} knowledge-intensive task0i|A] LLM2| factual correctnessE aFatA |
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Introduction

« LLMZ2| remarkable achievement0||= &+5t11 45| significant challenge?} X}

« Main problem: hallucination
- difficult to update or control the knowledge

- 0|23t 2XH|E &S| 2I8HA] external knowledge sourceOf|A HAHBHL M &S 14| AL SH= approachz ZXi
- 0| #fHZ2 fajthfulness 2H| &Y
- knowledge-intensive task0|AM+&= multiple knowledge factsE reasoning sHOF2!

ol

-
AN

- Hallucination2 Z0|11 knowledge-intensive taskl| Hs2 SFatA & £
retrieved knowledge baseE HI& O 2 step-by-step reasoning =2l Chain of Knowledge (CoK) |2t

- irrelevant or conflicting informationO| Xt & = web document?} Ozl knowledge base AHE
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Introduction

* HumanO| 2%t 2X|& 2 Wt SAISHA| LLMBHE| chain of sub-questionsE A46HH| & instruct
« Relevant factsE retrievedsli?tM 2 sub-question2 &1

* LLMO| retrieved factsE A5 original question®f| answer

« Knowledge base&}t LLMQ| structure X}O|

- query generatorE £5iA{ knowledge base queries 4 = UAHE
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Methodology

«  Two key challengesZ 8| Z

1) Retrieval

- Xto10{ 2 &l questiond| A structured KB queriesZ Ai4sH{0f &t

2) Synthesis

- retrieved knowledge

fu[n

CoT
(ChatGPT)

ZF BEASI answerE A4/dsl{of

17 Overall Question

2

Y

Query Generator
(Finetuned Llama)

= OO [

|.

s

~  Answer Model
” (ChatGPT)

final answer

KB triplet

— SPARQL — retrieved knowledge

ol

Retrieval Augmentation
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Methodology

’

’

.-

Factual Question

?) Of the teams John
Nyskohus played for,

which was known as

the “Zebras™?

~

" Chain of Sub-Questions

[ What team did John

\
\

L Nyskohus play for?

- 2
What team is known as

Knowledge-Guided Answer

Large Language Model J——[g

Based on the retrieved
knowledge facts, the answer is:

Adelaide City Football Club

__________________________________________

-
s

L the “Zebras”?

" Query Model Training

________________________________

Query Response

( Q353970

L (Adelaide City Football Club) |

Q353970

L (Adelaide City Football Club) J

\
Is it true that Jeff
Bridges and Lane
Chandlers are both
photographers?

4

Contrastive Loss

(Eq. 1)

/ Knowledge Base Query N !
: ' . : :
’ . [ SELECT ?entity WHERE 1
i | {wd:Q31010518 wdt:P54 ?entity}
| (" SELECT ?entity WHERE '
' L {?entity skos:altLabel "Zebras"@en} Pt
Query e
Generator | T
Model
( ASK WHERE
L {wd:Q174843 wdt:P106 wd:Q1804811}
( ASK WHERE {wd:Q174843 wdt:P106 wd:Q33231
. wd:Q1804811 wdt:P106 wd:Q33231}

Figure 2: Our proposed framework with the query model training process.
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Methodology - Querying the Knowledge Base

« X0 HEH2| question= KB triple (simpler task) or SPARQL (complex question)2} 22 structured query £ translate
+ KB triples
: FewRel, HyperRed (natural sentences - corresponding KB triples)
« SPARQL
: LC-quad, KQA-pro (natural sentences - corresponding SPARQL queries)
« Contrastive Learning
- incorrect queryE M A|HA contrastive learning #AI© 2 query generatorefg A&

### Instruction
Generate a correct SPARQL query that returns the answer of the following question.
Generate four incorrect SPARQL queries of different types.
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Question-Answering Experiments

e Datasets
: knowledge-intensive task@! fact verification, complex reasoning
- FEVER
: Wikipedia2| evidence paragraphZ 7|8t 2 "SUPPORTS", “REFUTES", or “NOT ENOUGH INFO" label 2 0f|&38t=
: simpler
- Adversarial HotpotQA (AdvHotpotQA)
: multi-hop question answering dataset

: complex = text-davinci-003
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Question-Answering Experiments

* Baselines
- Standard prompting (Standard)
- Chain-of-Thought prompting (CoT)
- CoT with self-consistency (CoT-SC)
: 0{2{ reasoning trajectoriesE samplingdtd 1 S0|A final answer} 7t consistentet &S select
- Calibrator
: LLM2| explanationO| predictionZ} entailStX| ¢f= EXIE post-hoc methodE HE3HAl He= SaAIZI 2E
- ReAct
: external knowledgeE AtE5t= 2|&22| &
- Verify-and-Edit (VE)
. post-editing reasoning chains= Sl factualityE A2 2 H

. external knowledgeZ At
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Results and Analysis

* Results of FEVER
- Single sentence0]| CHat fact verification
- Simple taskO|?| 20| CoT A X
. sub-question2 2 LI+X| ¢f1 HiZ CoK

- GPT-3 7|8H0jAM H|w S-S Ui CoKE ot%iS M d50| =

PaLM? gt <

Method knowledge Accuracy A Accuracy
CoT-SC — ReAct Wiki. - +4.2%
ReAct — CoT-SC Wiki. - +1.6%
Standard - 46.8% -
Standard-SC * - 55.0% -
CoT - 50.0% -
CoT-SC - 52.0% -
CoT-SC + Calib. - 33.7%

CoT-SC + VE Wiki. 53.6% +1.6%
CoT-SC + VE DrQA 53.3% +1.3%
Standard-SC + CoK (Ours) * Wiki. 58.0% +3.0%

Table 3: Results on Fever dataset. AAccuracy repre-
sents the improvement on Accuracy from the CoT-SC
baseline. The top two rows uses the PaLM model and
the rest uses the GPT-3 davinci-003 model. Rows la-
beled with * are tentative results run on a small subset
of the original test set.
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Results and Analysis

* Results of AdvHotpotQA

- CoTZE E9lA sub question@ 2 LI+ 2122 E61 CoKet 21}

- Self-consistency (SC)?} O] taskO|M= d& ot=t Method Knowledge @EM AEM

CoT-SC — ReAct Wiki. 342% +0.8%

- VE 2 20| 0{® knowledgeE 71X QA MLFO| AFUHGI0| Ms gfAb  PaLMY|gt ( e b s GATRE by TR
- X|otSH= HIHZ0| C Xt 3 A =BFALS HO| Standard - 231% -
-l OKjI' I'o = ds¥o= 2% CoT ) 31.8% ]
. . CoT-SC - 312% -

> KB retrieval & Z2| effectiveness COTSC + VE o e

CoT-SC + VE DrQA (Wiki.) 36.0% +4.8%
CoK (Ours) Wiki. 37.7% +6.5%

> retrievalllf ZH2El HEE I 4 QIX|D contrastive learning B4l

O Z 35|21 query generatord| 2Jsl Hetst query 44 & retrievalO]

ts3U= 2 olct

Table 4: Experimental results on AdvHotpotQA.
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1The Hong Kong University of Science and Technology
®Microsoft Research Asia

28/43



Abstract

« LLMOJ| Ctst task0i|A] significant stridesE 0| X|2F complex reasoningdi] 0{2{ 20| Y2
- knowledge traceability, timeliness, and accuracy
« Think-on-Graph (ToG) frameworkZ S3liA{ responsible reasoning0i| CHet LLMs 532 2FatA|Z |0 X} gf
- 0%l questionzt B#H QU= entitiesE identify
- external knowledge database0i|A related triple= retrieve
- sequentially connected tripletsZ multiple reasoning path

- ZE3 HEOL 2 E K] or maximum depth?tX| gh2
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Introduction

« LLMO| NLP2| C}Fot taskOi|A remarkable performanceE E¢
« S}X|2F knowledge-intensive taskO|A= SH7t RS

- traceability, timeliness, accuracy of knowledge

- reasoning §10] hallucination or toxic textE Mde = UZ
« O|Z 2I8liA, external knowledge baseE AFESH= approach?t UUS

- £t question0| FO{R = M limitationO| &=XHgt

1. input length2| x|t

2. external knowledgeE intergratest= HAI2 LLMXIN|2| “deep” reasoning capabilityE 2F2fdt=

- A2 AAS0M
- intermediate reasoning step= SllA] LLM2| 452 YHAIZ = US
op

- task-specific example2 S3llA complex multi-hop reasoning ?+s5HAH| &
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Introduction

«  Think-on-Graph (ToG) |2t
- factual knowledgeE ARSI LLMC| step-by-step thinkingS drivedh= =2
- input question0i|A] topic entity &=
> LLMS 2 external KB exploration and reasoning= S5lA{ relevant triple2 retrieve
- sequentially connected triples2 14 =l multiple high-probability reasoning path 44
- factual reasoning capability 2FaS S5

hallucination issueE mitigatedtd! response precisions oAl

31/43



Introduction

Question:
What is the majority party now in the country where Seoul is located? |

--------------------------------------------------------------------------------------------------------------

: LLM R R N ey W e S Vs S A o
;[LLM (CoT):] 5@J >|€§I§)= = (Demgfg(t)lrce ;’arty;(x,

i I capital of (?ut of date] party
i ! K oo ok Democratlc Party 1. Hallucination
i ,'. eou orea oon Jae-in ey ’.

Semantic SPARQL (= i S !( :
[ _Parsing: ] i None ! x
- (._;( .......................................................... - N e =
i( e ap1tal of 2 president . A2 )maﬂgtréi%flta;ty T ! 2. Relation type “majority

; ‘—»( K Yun Seok- D cop ) " is not i

i )(_. oreaHun ks Party | party” is not in KB and

 CRRERRG e my  EORRRE R S S e S 7 cannot be understood

_______________________________________________________________________________________________________________

« Chain of thought reasoning

: knowledge out-of-date (hallucination)

« Semantic parsing QA

: knowledge graph@tdil “majority party”2t= relationO| §17| THE0]| entity linking0| &7+
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Introduction

Question:

What is the majority party now in the country where Seoul is located?
r““"""""'“""“"'""""“'“"'"““"""""“'""::_::"“""""""'"“"""“""“'""“.
i[ ToG: - { Exploration ] ( Reasoning Ji{ | }--{ ][} '_I;é()_llj,lgrl_t’;’);\}'gl;_"i @E
| A B i
L @) e L e + 1. Overcome the hallucination:
il A-"capital of __x"; president .-"-7 -7 party | T | with knowledge out-of-date |
l Yun Seok-yeoD—PC ri)arty | 2. Knowledge understanding !
B = - o - . | i
N i ) (Y i

---------------------------------------------------------------------------------------------------------------

* Think-on-Graph
. exploration2f reasoning= S3llA| LLM2| interpretive capacityE &&

: multi-hop queriesE 1M O 2 X{2|5t= reasoning pathway 48/

« complex multi-hop reasoning question-answering tasks

* Extra training cost8i0|= ToG?t 7|&9| HIHEE0| H5E A7 |= At
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Introduction

Questlon :

. — e e — — w— w— w—

e —— S ——
3 "_,:-’_"%L ___;__’;_,,:-:,.tx_____._/_\i..lt_
S - G N RN
,"',;'/' A o’ R "N
/‘ /’.- \\“
"l. . \‘\
[1{1 & st
i1 & > )i
: ] I - S : :
e : I}
1: 1 et N
| \‘- O 9 eemm—— v CREEonay —L- ( ) I}
L™ ) BN P o]
\‘ \ ...................... /. 'Il
\\\ \ . e ”I
UG ing | Reasomng A
4."' ‘‘‘‘ A/,,
xplorat:on
‘T(_ \:.'
p“
B e o oA
- uiii Answer
< Evelyn ) Everything Everywhere file se ATmerie a @ ln ( ''''''' N
Wang All at Once @ !
actor Y.

o g ./ \. _-._../’

Figure 2: The overall framework of our proposed method.

| Amerlc:ﬂ
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Methods

* ToG: a novel paradigm for graph search

- LLMO[ query?| entity= ?|9t2 2 multiple possible reasoning pathE explorest== prompt &= &4l

* top-N reasoning paths p = {x, T;})_, for question x

« Each path consisting of several triples T; = {(es,rj, eo)};_nzl, es: subject entities, e,: object entities, r; = relation

« ToGe 2A| 271X| approachz 314
. entity-based ToG, relation-based ToG
o 2t2F2 3 steps
1) entity acquisition
2) exploration
)

3) reasoning
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Methods - entity-based ToG

1) Entity Acquisition
. LLMSHE| questionO|A entitiesE extractStA| prompt

0|0

: 2FQAEIE| Efyr = {eq, €5, ..., €438 contribution score®@! Siuir = {51, 52, ..., Sy} & &
i €[0,1]foralli € {1,2,...,n},with ¥~ ;s; =1
- question2 sub-problemQ = ZIX| 10 entityE SO E FASH= HAI0| 7[&2| step-by-step thinking= A|L=ot

w1

2) Exploration
. relevant top-N triplesE identifydt?| =20]| O =Lt phase
: Breadth-First Search

: two stages= 71 - relation exploration and entity exploration
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Methods - entity-based ToG

2-1) Relation Exploration

Relation candidate set2 AiASH= E&2
LLMO| Xt5 O £ Search?2t Pruneltd

Search

Prune

. current entity set E; 2
(X Iteration®|M E. = Eipir)

O 2 4=l search iterationS $=8HsHAHT

D™=l queryE ARSI searchdt? | T2 training cost X

: 5k candidate set R g,q Of CHEHA 2

: LLMSHE]| ?4XH entity set, question=

: update and normalize score S,

AHAG = edges

/ | I:II—l-EE R cand

o
[
o

=

=
P

runedtd top-N relation

Ot
|_

2t HIEIE|2F A=l 2 E relation Regna = {Rs U R,}E search, R : relation edge set

'=2| 10 top-N edgeft H7|= 2P

oOX|AF|IEE
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Methods - entity-based ToG

2-2) Entity Exploration
- LLMO| X522 Search} Prune’d O 2 LM E| search iterationS =lHSHH I E

« Search
> entity set E 2} 0| entity=0]| SHESH= relation set R0l CHSHA] candidate entity set E.qng

* Prune
: LLM3HE| $4XH questiong 7|EtQ 2 E gnq S prunedtil top-N entities?t QX|A|Z | =2

: update and normalize score S,
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Methods - entity-based ToG

- 0| IPHS Bl ESHE,, R, ExyS 7|82 2 reasoning path PQ! triple set {(el, ¥, eo)} =1
« 0| reasoning path POj| CHSHA 2t tripleO| AgtotX| OF:IX| reasoning
3) Reasoning
- LLM®@HE| reasoning path?} B2 MAok=0| MAEetX| Ot X| evaluatedt2td prompt
- LLMO| HHSICt 1 TISHH (positive)
: %4X{ reasoning pathE 7|Eto = it Al
- HHESHK| BT FI15HH (negative)

: 2) Exploration2} 3) Reasoning= CiA| =&

- Positive Z1}7} LIZU7EX| or maximum search depth7tX| ghe
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Methods - relation-based ToG

 EntityE 7|8t9Z reasoningS StAH| &|™

> entityQ| literal information0| &4 Hetok 24

rlo

opul

: entity "name”0| missingZ|0] = knowledge graphOilA= £715¢

« LLME| reasoning capabilityE Sdll 2f chain& = LC|Z candidate set2 AFE0HA HH2 A4/45HA =
1. entityE explorest= IHFH0| §17| 20| costE £0|HA reasoning =5 TefA[Z £ UL
2. semantic information0]| focusdtq reasoningE 57| HE0| H =2 =
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Methods - relation-based ToG

* Relation Exploration
« Search
. current entity set E, 2| 2 QUE|E|QF 1A=l HE relation Regng = {Rs U R,}E search, R : relation edge set
(A IterationOl| M E. = Ejn;t)
: D™= queryE AFRSHA searchdt?| R0 training cost X
* Prune
: 212 candidate set Regng Ol CHSHA] 2t2Q = edges

2|1 top-N edgelt 7= 2pH
: LLM3HE| $4xY entity set, questionE ?|2tC 2 R 4n4 ol

o
= = S
£ prunedtil top-N relationZt SX[A|P| =2

: update and normalize score S,
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Experiments

« Datasets and Evaluation Metrics

: knowledge-intensive task

: Complex Web Questions Talmor and Berant dataset (CWQ dataset)
« Baselines - ChatGPT

: standard prompting (IO prompt)

: chain of thought prompting (CoT prompt) - 6 in-context exemplars
 Temperature O
e topN,D_max =3

« External knowledge source = Freebase
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Results and Analysis

Methods | Exact Match
) o o
« Think-on-Graph 2 MEA| I =2 452 B¢ 0 3143
ToG(E) 57.49
ToG(R) 60.10
) ) ) ) ) Table 1: Performance on the CWQ dataset. ToG(E
Question Who influenced Arthur Miller that was influenced by Lucian? and ToG(R) denote Entity-based (%oG and Rel atiE)n)-
Reasoning Arthur Miller — influence.influence_node.influenced_by — William Shake- based ToG, respectively.
speare — influence.influence_node.influenced_by — Lucian. (Path 1, Score:
Paths 0.75)

Lucian — influence.influence_node.influenced_by — Socrates — influ-
ence.influence_node.influenced_by — Parmenides. (Path 2, Score: 0.2)

Arthur Miller — people.person.education — UnName_Entity — educa-
tion.education.student — Arthur Miller. (Path 3, Score: 0.05)

Outputs I0: Edmund Wilson.

CoT: Arthur Miller was influenced by the playwright and director Thornton
Wilder, who in turn was influenced by Lucian of Samosata.

New Bing: I’'m not sure about Lucian’s influence on Arthur Miller. However,
Arthur Miller was influenced by Henrik lbsen and Eugene O’Neill. He was
also influenced by the events of the McCarthy era and the Salem witch trials.

ToG: Based on the given knowledge triples, we can infer that Arthur Miller was
influenced by William Shakespeare, who was directly influenced by Lucian.

Ground Truth | William Shakespeare.
Table 2: Case for Entity-based ToG.

43143
RSB



Thank you

;1’ latural L_anguage
S99% ~rocessing

€ Artificial Intelligence

= 12404 %l

KOREA UNIVERSITY




