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Introduction

•Existing alignment methods require significant amounts of compute and specialized data to achieve ChatGPT-level performance

•Given a strong pre-trained language model, remarkably strong performance can be achieved by simply fine-tuning on 1,000 carefully curated 
training examples.

•We hypothesize that alignment can be a simple process where the model learns the style or format for interacting with users, to expose the 
knowledge and capabilities that were already acquired during pretraining.
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4

• Superficial Alignment Hypothesis 
A model’s knowledge and capabilities are learnt almost entirely during pretraining, while alignment teaches it which subdistribution of formats 
should be used when interacting with users 
➔ Superficial Alignment Hypothesis is that one could sufficiently tune a pretrained language model with a rather small set of examples 

•1,000 prompts and responses, where the outputs (responses) are stylistically aligned with each other, but the inputs (prompts) are diverse. 

•We also collect a test set of 300 prompts and a development set of 50. 

• Three community Q&A websites: Stack Exchange, wikiHow, and the Pushshift Reddit Dataset 

Alignment Data 
- Community Questions & Answers  
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5

•Stack Exchange
- 75 STEM exchanges (including programming, math, physics, etc.) and 99 other (English, cooking, travel, and more)
- highest score that are self-contained in the title (no body). then select the top answer for each question
- Filter answers that are too short (less than 1200 char), too long (more than 4096 char), written in the first person, or reference other answers
- Remove links, images, and other HTML tags from the response, retaining only code blocks and lists 

•wikiHow
- Variety and high - quality
- Title as prompt, Article’s body as the response
- preprocessing heuristics to prune links, images, and certain sections of the text. 

•Reddit
- Manually select examples from within the most upvoted posts in each r/AskReddit and r/WritingPrompts, 
- r/AskReddit, use for the test set 
- r/Writing, use for Training set

Alignment Data 
- Community Questions & Answers  
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6

Alignment Data 
- Manually Authored Examples   

• To further diversify our data 
1. Group A and Group B, to create 250 prompts each, inspired by their own interests or those of their friends 
2. 200 for training and 50 for development set from Group A
3. 250 data from Group B filtered to 230 and used it test set

- Also include 13 training prompts with some degree of toxicity or malevolence.  (30 prompts in test set)
➔ carefully write responses that partially or fully reject the command, and explain why the assistant will not comply. 

- Sample 50 training examples from Super-Natural Instructions such as summarization, paraphrasing, and style transfer 
- Edit some of the examples to conform with the style of our 200 manual examples. 
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• LIMA: LLaMa 65B, fine-tune on our 1,000-example alignment training set 

• Baseline
- Alpaca 65B (LLaMa 65B, tuned 52,000 dataset)
- DaVinci003 (RLHF)
- Bard (Based on PaLM)
- Claude (52B parameter model trained with RL)
- GPT-4 (RLHF)
Methodology : with a single prompt and two possible responses, Asking annotators to label which response 
they preferred

• Results

- Despite training on 52 times more data, Alpaca 65B tends to produce less preferable outputs than 
LIMA, Same is true for Davinci003

- There is a non-trivial amount of cases where LIMA does actually produce better responses, 
compared to GPT-4 and Claude

- Perhaps ironically, even GPT-4 prefers LIMA outputs over its own 19% of the time. 

Experiments 
- Human Eval & GPT-4
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Experiments 
- Analysis

• Result
- Some of these baselines are actually highly-tuned products that may have been exposed to millions of real user prompts during training

 ➔ We thus provide an absolute assessment by manually analyzing 50 random examples 
- We label each example into one of three categories: Fail, Pass, Excellent

• Out of Distribution
- 43 have a training example that is somewhat related in terms of format (e.g. question answering, advice, letter writing, etc) 
- Analyze 13 additional out-of-distribution examples (20 in total), 20% of responses fail, 35% pass, and 45% are excellent
➔ LIMA achieves similar absolute performance statistics outside of its training distribution, suggesting that it is able to generalize well. 

• Safety
- LIMA’s response to 30 potentially sensitive prompts from the test set, and find that LIMA responds safely to 80% of them 
- when the malicious intent is implicit, LIMA is more likely to provide unsafe responses 
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Experiments 
- Why is Less More? Ablations on Data Diversity, Quality, and Quantity 

•Investigate the effects of training data diversity, quality, and quantity through ablation experiments 
Setup: sample 5 responses, evaluate by ChatGPT, 1-6 likert scale(helpfulness)

Diversity
: To test the effects of prompt diversity 
- 2,000 training examples from each source 

- More diverse Stack Exchange data yields significantly higher performance 

Quality
: To test the effects of response quality
 -  2,000 examples from Stack Exchange without any quality or stylistic filters
 - 0.5 point difference between models 

Quantity 
-  Exponentially increasing amounts of data, sampled from (quality-filtered) Stack Exchange 
- Scaling laws of alignment are not necessarily subject to quantity alone 
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:Test LIMA across 10 live conversations  (Excellent/Pass/Fail)
:Response Coherent for a zero-shot chatbot, referencing information from previous steps in the dialogue. 
:In 6 out of 10 conversations, LIMA fails to follow the prompt within 3 interactions. 

•To improve its ability to converse, we gather 30 multi-turn dialogue chains. 

- Finetune with 1,030 examples ➔ Test with previous set

- Adding conversations substantially improves generation quality, raising the proportion of excel- lent responses from 45.2% to 76.1%.

- significantly better in 7 out of 10 conversations, and tied with the zero-shot model in 3.

This leap in capability from a mere 30 examples reinforces the hypothesis that such capabilities are learned during pretraining, and can be invoked through limited supervision

Multi-turn Dialogue
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Discussion

•1,000 carefully curated examples can produce remarkable, competitive results on a wide range of prompts 

•LIMA is not as robust as product-grade models
➔ while LIMA typically generates good responses, an unlucky sample during decoding or an adversarial prompt can often lead to a weak response 

•This work demonstrates the potential of tackling the complex issues of alignment with a simple approach.
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Introduction

• Massive corpuse and advanced hardware의 영향으로 LLM은 놀라운 이해와 생성 능력을 보여주며 언어 작업을 더 높은 수준으로 이끌어냄

•최근 instruction-following models은 상당한 성능을 보임. (e.g ChatGPT 와 GPT-3.5 (text-davinci-003))

• Prevalence of instruction models is largely impeded by the closed-source restriction and high development costs

•Complete fine-tuning of LLaMA is still time-consuming, computation-intensive, multi-modality unsupported 

•LLaMA-Adapter, an efficient fine-tuning method that adapts LLaMA into a well-performed instruction-following model 
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14

•1.2M Parameters : Freeze the pre-trained LLaMA and only learn the adaption prompts with 1.2M parameters on top. 

•One-hour Fine-tuning: the training convergence of LLaMA-Adapter costs less than one hour on 8 A100 GPUs, which are three times faster than Alpaca. 

•Plug with Expertise: For different scenarios, it is flexible to insert their respective adapters and endow LLaMA with different expert knowledge.  

•Multi-modal Instruction: Besides textual instruction, our approach can also take images as input for multi-modal reasoning. 

Introduction
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15

- Utilize the 52K instruction-output data, Freeze the entire LLaMA mode

- Append a set of learnable adaption prompts as prefix to the input instruction tokens in higher layer
➔ These prompts learn to adaptively inject new instructions (conditions) into the frozen LLaMA

- To avoid noise from adaption prompts at the early stage, modify the vanilla attention at inserted layers to be zero-initialized attention, with a learnable gating factor.

- Initialized by zero vectors, the gating can firstly preserve the original knowledge in LLaMA, and progressively incorporate instructional signals during training.

Introduction
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LLaMA-Adapter 
- Learnable Adaption prompts

• N-layer Transformer

• Prompts for L transformer layers as                 , where Pl ∈ R(K×C) 
K: prompt length for each layer, 
C: feature dimension of LLaMA’s transformer. 

• Note that we insert the prompts into the topmost L layers of the transformer (L ≤ N )
➔ This can better tune the language representations with higher-level semantics.

• l-th inserted layer as an example (l ≤ L), M-length word tokens as Tl ∈ R(M×C), which represent the input instruction and the already generated 
response

• The learnable adaption prompt is concatenated with Tl along the token dimension as prefix, formulated as. [Pl; Tl ] ∈ R(K+M) x C
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LLaMA-Adapter 
- Zero-initialized Attention 

Then, the attention scores of Ql and Kl before the softmax function are calculated as 

Which records the feature similarities between the new word tl and all K + M + 1 tokens. 
Meanwhile, Sl can be reformulated by two components as 

t l  ∈ R (1 x C)
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18

LLaMA-Adapter 
- Zero-initialized Attention 

Apply the softmax functions to the two components previous Equation , and multiply the first term by gl, 
formulated as

Calculate the output of the l-th attention layer with a linear projection layer as 
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LLaMA-Adapter 
- Multi-modal Reasoning

• Using CLIP, to extract its multi-scale global features, denoted as 

• IP is overall image token with the same feature dimension as our adaption prompts

•      denotes the adaption prompt incorporating visual information from the given image context
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Experiments 
- Instruction-following Evaluation

Setting

• Utilize
Data: 52K instruction-following data (Alpaca)
Model: LLaMA model with 7B parameters and N = 32 transformer layers

• prompt length K = 10 and insert the adaption prompts into the last L = 30 layers

• For quantitative evaluation , we ask GPT-4 to assess the response quality of instruction-following models on 80 questions
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Experiments 
- Instruction-following Evaluation

Performance

• Reasonable responses comparable to the fully fine-tuned Alpaca, including question answering, language translation, and code generation

• LLaMA-Adapter obtains more ‘win’ compared to Alpaca and Alpaca-LoRA
➔ This fully demonstrates the effectiveness of our adapters with zero-initialized attention mechanisms.

Efficiency

•As a lightweight plug-and-play module, LLaMA-Adapter enjoys superior training efficiency with only 1.2M parameters, 4.9M storage, and one-hour training
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Experiments 
- Instruction-following Evaluation
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Experiments 
- Multi-modal Evaluation

LLaMA-Adapter demonstrates superior parameter efficiency while achieving competitive question answering capacity
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Experiments 
- Ablation Study

Insertion Layers
: To investigate the number of transformer layers to be inserted in LLaMA-Adapter
• Increasing the layer numbers introduces more parameters, but leads to a large improvement in the accuracy of ScienceQA’s validation set

• It indicates that more adaption prompts at different layers can provide stronger task-specific guidance to the pre-trained LLaMA

Zero-initialized Attention

•Significant +43.08% performance gain on the validation set.
•This comparison demonstrates the decisive role of zero-initialized attention in our approach
•zero-init attention’ converges faster and reaches lower loss bounds than ‘rand-init attention
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Conclusion

•1.2M parameters and one-hour training, our approach effectively fine-tunes LLaMA with superior efficiency compared to the 7B-parameter Alpaca

•Introduce zero-initialized attention with gating mechanism, which adaptively incorporates instructional signals, while preserving the pre-trained knowledge 
in LLaMA.

•LLaMA-Adapter can be generalized to image conditions for multi-modal reasoning, achieving competitive results on ScienceQA and COCO Caption 
benchmarks
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Introduction

• 최근 MiniGPT-4와 LLaVA 같은 연구에서 language-only instruction models을 multi-modal로 확장하는 연구 다수

• MiniGPT-4는 frozen visual encoder와 LLM을 1억 3400만 개의 이미지-텍스트 쌍으로 사전 훈련 후 aligned된 이미지-텍스트 데이터셋을 통해 추가 튜닝

• LLaVA도 image-text pair를 활용, GPT-4에서 생성한 15만 개의 high-quality multi-modal instruction 데이터로 전체 LLM을 추가 튜닝

• 상기 방법들은 인상적인 다중 모달 이해 능력을 보이지만, 수십억 개의 모델 매개변수를 업데이트하고 대량의 다중 모달 훈련 데이터를 정교하게 수집해야함
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Introduction

•Stronger Language Instruction Model: LLaMA-Adapter V2 surpasses its predecessor LLaMA-Adapter in terms of language instruction-following performance.

•Balanced Visual Instruction Tuning: Strategy to solve the interference between image-text alignment and instruction- following learning targets

•Integration of Expert Systems : Different expert models can be integrated into our framework
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LLaMA-Adapter V2 
- Bias Tuning of Linear Layers 

내부 parameter는 수정되지 않기 때문에 fine-tuning 능력에 제한

In LLaMA-Adapter V2
1. Unfreeze all the normalization layers in LLaMA & each linear layer, add a bias and a scale factor as two learnable parameters 

2. bias, scale factor 를 각각 0과 1로 초기화하여 초기 단계의 훈련 과정을 안정화
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LLaMA-Adapter V2 
- Joint Training with Disjoint Parameters 

500K 개의 image-text caption data와 50K개의 instruction data 간의 크기 차이로 인해 단순 학습 시 instruction-following 기능 손상 가능성
1. Visual projection layers and early zero-initialized attention with gating are trained for image-text captioning data 

2. Adaptation prompts together with zero gating, the unfrozen norm, newly added bias and scale factors are utilized for learning from the 
instruction-following data 
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LLaMA-Adapter V2 
- Early Fusion of Visual Knowledge 

Visual prompt의 경우 zero-initialized attention과 함께 첫 번째 transformer layer의 단어 토큰에 직접 추가되고 후기 L 레이어에서 adaptation 프롬프트와 합쳐짐.

1. this simple early fusion strategy of visual tokens can effectively resolve the conflict between the two types of fine-tuning targets 
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LLaMA-Adapter V2 
- Integration with Experts 

LLaMA-Adapter V2 접근 방식의 이미지 이해 능력은 MiniGPT- 4, LLaVA 에 비해 상대적으로 약하며, 때로는 부정확하거나 관련 없는 응답을 유발

1. Rather than collecting more image-text data or adopting stronger multi-modal modules 
➔ Integrating expert systems, such as captioning, OCR, and search engines 
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Experiments 
- Stronger Language Instruction Model 

Setting

• Utilize
Data: 52K single-turn instruction data from GPT- 4-LLM and 567K captioning data from COCO Caption, 80K conversation data collected by ShareGPT 
Model: LLaMA model with 7B parameters and N = 32 transformer layers

•Dynamic visual prompts to the first layer 

• Prompt length K = 20 and insert the adaption prompts into the last L = 31 layers

• All the parameters in normalization layers, linear layer bias and scale are set to be updated during training, while the remaining parameters in LLaMA are kept frozen. 
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Experiments 
- Stronger Language Instruction Model 

we also use GPT4 to assess the response quality, where LLaMA-Adapter V2 even beats ChatGPT on the total scores and 50/80 questions. 
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Experiments 
- Visual Instruction Model (captioning)

This failure is the lack of an image-text alignment stage, which models like MiniGPT-4 and LLaVA have incorporated.
➔ This motivates us to employ additional expert systems to enhance the image understanding ability. 
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Experiments 
- Visual Instruction Model (Visual Understanding) 

Joint training and early fusion techniques, LLaMA-Adapter V2 exhibits exceptional multi-modal understanding capabilities 
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Experiments 
- Visual Instruction Model 

Integration of experts thus largely extends the power of LLaMA-Adapter V2 and fully unleashes its multi-modal reasoning potential. 
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Conclusion

•사전 훈련된 LLMs를 제로샷 Visual  instruction 모델로 변환할 수 있음 

•Simple bias-tuning strategy and early-fusion of visual features

• Instruction-following 성능뿐만 아니라  챗봇과 같은 멀티턴 대화 능력도 갖춤

• 부정확한 이미지 설명 문제에 대해, OCR and image captioner과 같은 expert visual systems 결합 가능

• 향후 Visual instruction- following 능력 향상을 위해, Multi-model instruction dataset 이나 다른 PEFT method 결합하여 튜닝
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