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Introduction

*EXxisting alignment methods require significant amounts of compute and specialized data to achieve ChatGPT-level performance

*Given a strong pre-trained language model, remarkably strong performance can be achieved by simply fine-tuning on 1,000 carefully curated
training examples.

*\We hypothesize that alignment can be a simple process where the model learns the style or format for interacting with users, to expose the
knowledge and capabilities that were already acquired during pretraining.
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Alighment Data

Source #Examples Avg Input Len. Avg Output Len.
- Community Questions & Answers Training
Stack Exchange (STEM) 200 117 523
Stack Exchange (Other) 200 119 530
wikiHow 200 12 1,811
Pushshift r/WritingPrompts 150 34 274
Natural Instructions 50 236 92
Paper Authors (Group A) 200 40 334
Dev
Paper Authors (Group A) 50 36 N/A
Test
Pushshift r/AskReddit 70 30 N/A
Paper Authors (Group B) 230 31 N/A

Table 1: Sources of training prompts (inputs) and responses (outputs), and test prompts. The total
amount of training data is roughly 750,000 tokens, split over exactly 1,000 sequences.

* Superficial Alignment Hypothesis
A model’s knowledge and capabilities are learnt almost entirely during pretraining, while alignment teaches it which subdistribution of formats
should be used when interacting with users
-> Superficial Alignment Hypothesis is that one could sufficiently tune a pretrained language model with a rather small set of examples
*1,000 prompts and responses, where the outputs (responses) are stylistically aligned with each other, but the inputs (prompts) are diverse.

*We also collect a test set of 300 prompts and a development set of 50.

* Three community Q&A websites: Stack Exchange, wikiHow, and the Pushshift Reddit Dataset
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Alighment Data

- Community Questions & Answers

*Stack Exchange
- 75 STEM exchanges (including programming, math, physics, etc.) and 99 other (English, cooking, travel, and more)
- highest score that are self-contained in the title (no body). then select the top answer for each question
- Filter answers that are too short (less than 1200 char), too long (more than 4096 char), written in the first person, or reference other answers

- Remove links, images, and other HTML tags from the response, retaining only code blocks and lists

*wikiHow
- Variety and high - quality
- Title as prompt, Article’s body as the response
- preprocessing heuristics to prune links, images, and certain sections of the text.

*Reddit
- Manually select examples from within the most upvoted posts in each r/AskReddit and r/WritingPrompts,
- r/AskReddit, use for the test set
- r/Writing, use for Training set
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Alighment Data

- Manually Authored Examples

* To further diversify our data
1. Group A and Group B, to create 250 prompts each, inspired by their own interests or those of their friends
2. 200 for training and 50 for development set from Group A
3. 250 data from Group B filtered to 230 and used it test set

- Also include 13 training prompts with some degree of toxicity or malevolence. (30 prompts in test set)
-> carefully write responses that partially or fully reject the command, and explain why the assistant will not comply.

- Sample 50 training examples from Super-Natural Instructions such as summarization, paraphrasing, and style transfer
- Edit some of the examples to conform with the style of our 200 manual examples.

o)
©
—
)
(&)
C
)
D
[0
]
£
I
O
=
i=
<
o
(@)}
=
(7))
(7))
O
(&)
@)
| .
o
)
(@)
©
-
(@)
C
@®©
=l
‘©
e
)
e
©
Z
o
(Q\|
o
AN
@)
-
L
2
| .
>
o
@)
@)



Experiments

- Human Eval & GPT-4 Bl LIMA wins B Tie LIMA Loses
Alpaca 65B 26%
DaVinci003 35%
» LIMA: LLaMa 65B, fine-tune on our 1,000-example alignment training set BARD (April) 4270
Claude (April) 54%
« Baseline GPT-4 (April) 57%

- Alpaca 65B (LLaMa 65B, tuned 52,000 dataset) 0%  25%  50%  75%  100%

- DaVincio03 (RLHF) Figure 1: Human preference evaluation, compar-
e - Bard (Based on PalLM) ing LIMA to 5 different basclines across 300 test
@©
§ - Claude (52B parameter model trained with RL) prompts.
g - GPT-4 (RLHF)
E Methodology : with a single prompt and two possible responses, Asking annotators to label which response
E they preferred BN |LIMA wins B Tie LIMA Loses
fé Alpaca 65B 17%
2
@ DaVinci003 23%
S * Results
£ BARD (April) 47%
o} - Despite training on 52 times more data, Alpaca 65B tends to produce less preferable outputs than N p—
S LIMA, Same is true for Davinci003 Claude (April) 1k :
S : s GPT-4 (April) 66%
. - There is a non-trivial amount of cases where LIMA does actually produce better responses,
2 compared to GPT-4 and Claude 0% 25% 50% 75%  100%
Z
S - Perhaps ironically, even GPT-4 prefers LIMA outputs over its own 19% of the time. Figure 2: Preference evaluation using GPT-4 as
g the annotator, given the same instructions pro-
5, vided to humans.
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- 100% - 12%
Experiments
- Analysis .
50% -
25% 1 Exigll/:ent
0%
LIMA
Figure 3: Analysis
of LIMA over 50 test
prompts.
* Result

- Some of these baselines are actually highly-tuned products that may have been exposed to millions of real user prompts during training
-> We thus provide an absolute assessment by manually analyzing 50 random examples
- We label each example into one of three categories: Fail, Pass, Excellent

e Qut of Distribution
- 43 have a training example that is somewnhat related in terms of format (e.g. question answering, advice, letter writing, etc)
- Analyze 13 additional out-of-distribution examples (20 in total), 20% of responses fail, 35% pass, and 45% are excellent
-> LIMA achieves similar absolute performance statistics outside of its training distribution, suggesting that it is able to generalize well.

o Safety
- LIMA's response to 30 potentially sensitive prompts from the test set, and find that LIMA responds safely to 80% of them

- when the malicious intent is impilicit, LIMA is more likely to provide unsafe responses
8
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Experiments

- Why is Less More? Ablations on Data Diversity, Quality, and Quantity

Generation Quality
(=7 oo >

Nl
-

3.49

3.33

w
J

Investigate the effects of training data diversity, quality, and quantity through ablation experiments r T — =

Setup: sample 5 responses, evaluate by ChatGPT, 1-6 likert scale(helpfulness) Stack Exchange Stack Exchange

Figure 5: Performance of 7B models trained
with 2,000 examples from different sources. Fil-

Diversity tered Stack Exchange contains diverse prompts
and high quality responses; Unfiltered Stack
: To test the effects of prompt diversity Exchange is diverse, but does not have any qual-
o ity filters; wikiHow has high quality responses,
- 2,000 training examples from each source but all of its prompts are “how to” questions.

- More diverse Stack Exchange data yields significantly higher performance

4.0

N e

Quality
: To test the effects of response quality

[o's)
o0

- 2,000 examples from Stack Exchange without any quality or stylistic filters

Generation Quality
N .
N

- 0.5 point difference between models

3.4
3.2 v — T - -
. 2K 4K 8K 16K 32K
Quantlty # Training Examples
- Exponentially increasing amounts of data, sampled from (quality-filtered) Stack Exchange Figure 6: Performance of 7B models trained

with exponentially increasing amounts of data,
sampled from (quality-filtered) Stack Exchange.
Despite an up to 16-fold increase in data size,
performance as measured by ChatGPT plateaus.

- Scaling laws of alignment are not necessarily subject to quantity alone
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Multi-turn Dialogue

BN Excellent M Pass Fail

100% 0/

75% -

50% -

25% -

:Test LIMA across 10 live conversations (Excellent/Pass/Fail)

:Response Coherent for a zero-shot chatbot, referencing information from previous steps in the dialogue. " Zero-Shot _ Dialogue

Finetuned

:In 6 out of 10 conversations, LIMA fails to follow the prompt within 3 interactions.
Figure 7: Analysis of

dialogue turns, averaged
*To improve its ability to converse, we gather 30 multi-turn dialogue chains. over 10 test chats.

- Finetune with 1,030 examples = Test with previous set
- Adding conversations substantially improves generation quality, raising the proportion of excel- lent responses from 45.2% to 76.1%.

- significantly better in 7 out of 10 conversations, and tied with the zero-shot model in 3.

This leap in capability from a mere 30 examples reinforces the hypothesis that such capabilities are learned during pretraining, and can be invoked through limited supervision

10
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Discussion

1,000 carefully curated examples can produce remarkable, competitive results on a wide range of prompts
LIMA is not as robust as product-grade models
-> while LIMA typically generates good responses, an unlucky sample during decoding or an adversarial prompt can often lead to a weak response

*This work demonstrates the potential of tackling the complex issues of alignment with a simple approach.

11
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Introduction

» Massive corpuse and advanced hardware2| G2 LL M2 =2i2 O[51et MM s8HE HOiFlH QN AMYS O =2 &2

«Z|Z instruction-following models2 &'l ds= E2l. (e.g ChatGPT 2F GPT-3.5 (text-davinci-003))

* Prevalence of instruction models is largely impeded by the closed-source restriction and high development costs

*Complete fine-tuning of LLaMA is still time-consuming, computation-intensive, multi-modality unsupported

L L aMA-Adapiter, an efficient fine-tuning method that adapts LLaMA into a well-performed instruction-following model

13



Introduction

Instruct % Frozen & Fine-tune _ _ .
) & Instruction-following Capacity
® Who is the president of Mexico in 20197?
3%; LLaMA-Adapter - |
E LLaMA-Adapter: Andrés Manuel Lopez Obrador ...
LLaMA

1.2M Parameters

Multi-modal Reasoning
78 Parameters 1 Hour Fine-tuning

2 What force from the baby opens the door,

‘L Plug with Expertise sush or pull? "

Al
Response Multi-modal Instruct LLaMA-Adapter: Pull. F 5

Figure 1: Characteristics of LLaMA-Adapter. Our lightweight adaption method efficiently fine-
tunes LLLaMA [61] 7B model with only 1.2M learnable parameters within one hour. After training,
LLaMA-Adapter exhibits superior instruction-following and multi-modal reasoning capacity.

*1.2M Parameters : Freeze the pre-trained LLaMA and only learn the adaption prompts with 1.2M parameters on top.

*One-hour Fine-tuning: the training convergence of LLaMA-Adapter costs less than one hour on 8 A100 GPUs, which are three times faster than Alpaca.
*Plug with Expertise: For different scenarios, it is flexible to insert their respective adapters and endow LLaMA with different expert knowledge.

*Multi-modal Instruction: Besides textual instruction, our approach can also take images as input for multi-modal reasoning.
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Introduction

Instruct #% Frozen @& Fine-tune _ _ .
l 4 Instruction-following Capacity
® Who is the president of Mexico in 2019?
3&:{5 LLaMA-Adapter _— |
E LLaMA-Adapter: Andrés Manuel Lépez Obrador ...
LLaMA

1.2M Parameters

Multi-modal Reasoning
7B Parameters 1 Hour Fine-tuning

2 What force from the baby opens the door,

\l, Plug with Expertise bush or pull? "

A
Response Multi-modal Instruct LLaMA-Adapter: Pull £

Figure 1: Characteristics of LLaMA-Adapter. Our lightweight adaption method efficiently fine-
tunes LLaMA [61] 7B model with only 1.2M learnable parameters within one hour. After training,
LLaMA-Adapter exhibits superior instruction-following and multi-modal reasoning capacity.

- Utilize the 52K instruction-output data, Freeze the entire LLaMA mode

- Append a set of learnable adaption prompts as prefix to the input instruction tokens in higher layer
-> These prompts learn to adaptively inject new instructions (conditions) into the frozen LLaMA

- To avoid noise from adaption prompts at the early stage, modify the vanilla attention at inserted layers to be zero-initialized attention, with a learnable gating factor.

- Initialized by zero vectors, the gating can firstly preserve the original knowledge in LLaMA, and progressively incorporate instructional signals during training.
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LLaMA-Adapter

- Learnable Adaption prompts

* N-layer Transformer

* Prompits for L transformer layers as {P.}£ , , where P € RKxC)

K: prompt length for each layer,

C: feature dimension of LLaMA’s transformer.

* Note that we insert the prompts into the topmost L layers of the transformer (L<N )
=> This can better tune the language representations with higher-level semantics.

* |-thinserted layer as an example (I <L), M-length word tokens as Ti e RMxC), which represent the input instruction and the already generated

response

* The learnable adaption prompt is concatenated with Ti along the token dimension as prefix, formulated as. [Pi; Ti] € RK+M)xC

16
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LLaMA-Adapter

- Zero-initialized Attention

Q; = Linearq( t; ); tie R(x0
K; = Lineary( [P;; Ty; t1] );
V, = Linear, ( [Py; T3; t] ).

Then, the attention scores of Q and Kbefore the softmax function are calculated as

= QK[ /VC € RM*EFM+L)

Which records the feature similarities between the new word t| and all K + M + 1 tokens.

Meanwhile, Sl can be reformulated by two components as

= [S{%; SMT,

where S € RE*! and SlM+1 c R(M+1)x1

17

Transformer Layers x L

S
Adapter Zero-init. Attention 3’% ’5
b
-~
Zero Soft =
Gating + ’ Amax
'd N
X
Sof’rmax -—-"‘—7"':11\
NAY

Tt O- 0%

Adaption
Prompt Transformer Layers x N-L
& Fine-tune Vanilla Attention %
# Frozen Softmax
A
X Scalar-multiply = \
<4 Concatenate / - i 7< \

pIeMIOy

Word | M+1
Tokens

Figure 2: Details of LLaMA-Adapter. We insert
lightweight adapters with learnable prompts into
L out of N transformer layers of LLaMA. To pro-
gressively learn the instructional knowledge, we
adopt zero-initialized attention with gating mecha-
nisms for stable training in early stages.
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LLaMA-Adapter

- Zero-initialized Attention

Apply the softmax functions to the two components previous Equation , and multiply the first term by g,

formulated as

= [softmax(Sf<) - g;; softmax(S;"*1)]7.

Calculate the output of the I-th attention layer with a linear projection layer as

f] = Linearo(S[g Vi) € ReE

18

Transformer Layers x L

oo
3
Adapter Zero-init. Attention s
o)
e |
Zero + Softmax =
Gating A
X '4 N
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Y
Adaption
Prompt Transformer Layers x N-L
& Fine-tune Vanilla Attention
¥ Frozen Softmax
A
% Scalar-multiply = b =
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A

Word
I
Tokens D D M

Figure 2: Details of LLaMA-Adapter. We insert
lightweight adapters with learnable prompts into
L out of N transformer layers of LLaMA. To pro-
gressively learn the instructional knowledge, we
adopt zero-initialized attention with gating mecha-
nisms for stable training in early stages.



LLaMA-Adapter

- Multi-modal Reasoning

4 Fine-tune 4 Concatenate Transformer Layers x L-1

& Frozen % Frozen -~ » Answer: Theansweris (A).
Adapter + Zero-init Attention ®

» Visual Context:

~N _Ij _
Add e I * . .
U b » Textual A baby wants to Ip — PrOJeCtlon (Concat ({Im}'r]\rle))7 WhCI'C Ip - RlXC

1\ x 1 Context: know what is inside.

+
uoiyo2fouy
a %

¢ N

> Adapter + Zero-init Attention ®

. ' : Which force from the
Visual -
Enlcs:;er + HH ol IL | > Question: baby opens the door?

Add 1\ i
‘ 'r ” Multi-modal Vanilla Attention ?'iﬁ > Opti (A) pull (B) h v Kx C
Multi-scale Adaption < ptions: pu pus - ( )
Features Prompt Pl T Pl + :R‘epea’t Ip S R y

Transformer Layers x N-L

Figure 3: Multi-modal Reasoning of LLaMA-Adapter. On ScienceQA benchmark [41], LLaMA-
Adapter is extended to a multi-modal variant for image-conditioned question answering. Given
an image as the visual context, we acquire the global image token by multi-scale aggregation, and
element-wisely add it onto the adaption prompts for visual instruction following.

» Using CLIP, to extract its multi-scale global features, denoted as {I,,},7_,

* Ipis overall image token with the same feature dimension as our adaption prompts

* P’ denotes the adaption prompt incorporating visual information from the given image context
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Experiments

- Instruction-following Evaluation

Setting

e Utilize

Data: 52K instruction-following data (Alpaca)

Model: LLaMA model with 7B parameters and N = 32 transformer layers

* prompt length K = 10 and insert the adaption prompts into the last L = 30 layers

* For quanti

ative evaluation , we ask GPT-4 to assess the response quality of instruction-following models on 80 questions

20



Experiments

- Instruction-following Evaluation

Figure 6: Quantitative Comparison be- Table 1: Efficiency Comparison of different
tween LLaMA-Adapter, Alpaca [60] and instruction-following methods. The training time
Alpaca-LoRA [1], evaluated by GPT-4 [45]. is tested on 8 A100 GPUs.
Model g‘uned Storage Tra.injng
= Win arams  Space Time
= Tie Alpaca [60] 7B 13G 3 hours

Alpaca-LoRA [1] 4.2M 16.8M 1.5 hours

Lost LLaMA-Adapter 12M  47M  1hour

Ours vs. Alpaca Ours vs. Alpaca-LoRA

Performance

 Reasonable responses comparable to the fully fine-tuned Alpaca, including question answering, language translation, and code generation

* LLaMA-Adapter obtains more ‘win’ compared to Alpaca and Alpaca-LoRA
-> This fully demonstrates the effectiveness of our adapters with zero-initialized attention mechanisms.

Efficiency

*As a lightweight plug-and-play module, LLaMA-Adapter enjoys superior training efficiency with only 1.2M parameters, 4.9M storage, and one-hour training

21
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Experiments

- Instruction-following Evaluation

Instruction: Tell me about alpacas.

Alpaca: Alpacas are small, fluffy animals related to camels and llamas. They are native to Peru and
Bolivia, and were first domesticated around 5,000 years ago. They are kept mainly for their fine, soft
fleece, which is used to make knitwear and other garments. Alpacas are herd animals and live in small
family groups. They are highly social animals and can form strong bonds with their owners.

LLaMA-Adapter: Alpacas are members of the camelid family and are native to the Andes Mountains
of South America. They are typically found in herds of 10-20 animals and are known for their gentle
nature and their ability to thrive in harsh climates. Alpacas are typically white or grey in color and
have long, silky coats. They are also known for their ability to produce high-quality wool, which is
used in the production of clothing and other products.

Instruction: Translate the sentence ’I have no mouth but I must scream’ into Spanish.
Alpaca: No tengo boca, pero debo gritar.

LLaMA-Adapter: No tengo boca pero tengo que gritar.

Instruction: Write a Python program that prints the first 10 Fibonacci numbers.

Alpaca:

numbers = [0, 1]
for i in range(2, 11):

numbers .append (numbers [i-2] + numbers[i-1])
print (numbers)

LLaMA-Adapter:

def fibonacci():
a, b =0, 1
for i in range (10):
a, b =b, a + b
print (a, b)
print ("Fibonacci numbers: ", a, b)
fibonacci ()
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Experiments

- Multi-modal Evaluation

Table 2: Question Answering Accuracy (%) on ScienceQA’s [41] test set. We report GPT-3 [4],
ChatGPT [2], and GPT-4 [45] for zero-shot inference. C'oT' denotes to utilize additional chain of

thought for question answering. 7' denotes the single-modal model with text-only input.

Model PT““ed Avg | NAT SOC LAN TXT IMG NO Gl-6 G7-12
arams
Random Choice [41] - | 39.83 | 4028 46.13 2925 4745 40.08 33.66 3935  40.67
Human [41] - | 88.40 | 90.23 8497 8748 89.60 87.50 88.10 9159 82.42
MCAN [65] OSM | 54.54 | 56.08 4623 58.09 59.43 51.17 5540 51.65 59.72
VisualBERT [33,34] | 111M | 61.87 | 5933 69.18 61.18 6271 62.17 5854 6296 59.92
UnifiedQA [27] 223M | 70.12 | 68.16 69.18 7491 63.78 6138 77.84 7298  65.00
UnifiedQA cor 223M | 74.11 | 71.00 76.04 7891 6642 6653 81.81 77.06 68.82
GPT-3 [4] OM | 74.04 | 75.04 6659 78.00 7424 6574 79.58 7636 69.87
GPT-3cor OM | 75.17 | 75.44 7087 78.09 74.68 6743 7993 7823 69.68
ChatGPTcor [2] OM | 78.31 | 78.82 7098 83.18 7737 6792 86.13 80.72 74.03
GPT-4¢,r [45] OM | 83.99 | 8548 7244 9027 8265 7149 9289 86.66 79.04
MM-COT 7 [74] 223M | 70.53 | 71.09 70.75 69.18 71.16 6584 71.57 71.00 69.68
MM-COT 223M | 8491 | 87.52 77.17 8582 87.88 8290 86.83 84.65 85.37
LLaMA-Adapterr 12M | 78.31 | 79.00 73.79 80.55 7830 70.35 83.14 79.77 75.68
LLaMA-Adapter 1.8M | 85.19 | 8437 8830 8436 83.72 80.32 8690 8583 84.05

LLaMA-Adapter demonstrates superior parameter efficiency while achieving competitive question answering capacity
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Experiments

- Ablation Study

Figure 7: Loss Curves with (blue) and

Table 3: Ablation on Inserted Lay- Table 4: Ablation on Zero-initialized without (orange) zero-initialized attention.
ers of LLaMA'’s transformer. Attention. Blue highlights the gain. .
Layers | Params Val Acc (%) Setting Val Acc (%) 15 - o iem:mtiél_iz_e? ;
] — Random-initialize
10 0.97 55.95 Rand-Init Attention 40.77 LR
20 1.37 73.36 Zero-Init Attention 83.85 0s ]
30 1.79 83.85 Gain +43.08 ) -

Insertion Layers
: To investigate the number of transformer layers to be inserted in LLaMA-Adapter
* Increasing the layer numbers introduces more parameters, but leads to a large improvement in the accuracy of ScienceQA'’s validation set
» [t indicates that more adaption prompts at different layers can provide stronger task-specific guidance to the pre-trained LLaMA
Zero-initialized Attention
*Significant +43.08% performance gain on the validation set.

*This comparison demonstrates the decisive role of zero-initialized attention in our approach
*zero-init attention’ converges faster and reaches lower loss bounds than ‘rand-init attention
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Conclusion

*1.2M parameters and one-hour training, our approach effectively fine-tunes LLaMA with superior efficiency compared to the 7B-parameter Alpaca

*Introduce zero-initialized attention with gating mechanism, which adaptively incorporates instructional signals, while preserving the pre-trained knowledge
in LLaMA.

LLaMA-Adapter can be generalized to image conditions for multi-modal reasoning, achieving competitive results on ScienceQA and COCO Caption
benchmarks
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LLaMA-Adapter V2: Parameter-Efficient Visual Instruction Model
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Introduction

* Z|Z MiniGPT-42} LLaVA 22 21520{|A language-only instruction models2 multi-modal£ &-st= 11 Ch

» MiniGPT-4= frozen visual encoder@t LLMS 124 34002t 7H2| O|0|X|-HAE KO = AN EH = alignedez! O[0[X|-HAE H|0|E S Sslf =7t 7'

» LLaVAL image-text pairE 28, GPT-40i[M st 152F 7H2| high-quality multi-modal instruction GO B2 XA LLME 7 F'd

- 87| BES2 LN s 2= Olsl 5= 2O[X|2H =82 7S] 22 Oi7H+-2 YH|0|Est tiEe| s 22 =& H|0|E S FuwolA ~&isioFe!

Language Instruction Data Image-Text Data Visual Instruction Data  Tuning Parameters
Model : : . :
Source Type Size Source Size Source Size Size
MiniGPT-4 [78] ShareGPT [1] Conversation 70K | CC-VG-SBU-L400* 134M | CC+ChatGPT 5K 13B
LLaVA [38] ShareGPT [1] Conversation 70K cC* 595K | COCO+GPT4 158K 13B
LLaMA-Adapter V2 | GPT-4-LLM [50]  Single-turn 52K COCO [6] S67K . 0 14M
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Introduction

LLaMA-Adapter V2 :

. Bias Tuning
k| LLaMA-Adapter

LLaMA Joint Training
d Early Fusion
Bias Tuning
Joint Training Integrate Experts
Caption Data Instruction Data
ér; Question : Describe the image: g Instruction:

Can you generate an
interesting story?

BE¥ Response:

Once upon a time, in a
small village nestled in the

@ CapT ion: Ad og on a bed. heart of a lush forest, there
) lived a young girl ...

*Stronger Language Instruction Model: LLaMA-Adapter V2 surpasses its predecessor LLaMA-Adapter in terms of language instruction-following performance.

*Balanced Visual Instruction Tuning: Strategy to solve the interference between image-text alignment and instruction- following learning targets

*Integration of Expert Systems : Different expert models can be integrated into our framework

28
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LLaMA-Adapter V2

- Bias Tuning of Linear Layers

LI parameter= 8 E|X| 27| 20| fine-tuning S=0]| H[et

In LLaMA-Adapter V2
1. Unfreeze all the normalization layers in LLaMA & each linear layer, add a bias and a scale factor as two learnable parameters

2. bias, scale factor £ Z{Z+ 01 12 X7|3}5101 Z&7| thle| &= 11H S oA}

y=W:x — y=s-(W-x+b),
where b = Init(0), s = Init(1).
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LLaMA-Adapter V2

- Joint Training with Disjoint Parameters

Joint Disjoint . .
Training Parameters Visual Context: Question: Textual Context: Answer:
- T T TN
& —— — —— —

( , | L Eart Describe T~o _-"1
| Caption | Projection il the | > A dog on a bed.
| Data | Attention T = N1
: . : Py Py R L . A recent study The passage

Instruction Late Norm, o T~ _ -7 Summarize the showed that global discusses a study
| Data | oy o LoRA PPt | given passage. climate change is that highlights the
N\ ___/ DT one of the most ... significance ...

Visual Context + Question -> Short Answer & Question + Textual Context -> Detailed Answer

Can you generate an | Once upon a time,

. - I
. All interesting story Al;i:f\irlit:ltnagtzn a , there was a dog
Inference: Frozen from the picture? Il y who lived in a
________ e cozy little house
Optional

with a big bed ...
Visual Context + Question + Textual Context -> Detailed Answer

Figure 2. Joint Training Paradigm in LLaMA-Adapter V2. We utilize both image-text caption and language-only instruction data to
jointly train LLaMA-Adapter V2, optimizing disjoint groups of learnable parameters.

500K 72| image-text caption data2t 50K7H2]| instruction data 7t2] 37| X}0|= QI5}| Tk et Al instruction-following 715 &8 7ts4

1. Visual projection layers and early zero-initialized attention with gating are trained for image-text captioning data

2. Adaptation prompts together with zero gating, the unfrozen norm, newly added bias and scale factors are utilized for learning from the
instruction-following data
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LLaMA-Adapter V2

- Early Fusion of Visual Knowledge

Adaption as®
D Prorinpt AdaPTer ias LGYCI‘S xL *
D Visual
Prompt
Fine-
& Fine-tune Late Fusion
# Frozen o
<4 Concatenate Adap‘rel‘ BIGS‘ Layer‘ x1 3%2
PrOJecflon — D D D D D
Early Fusion

Figure 3. Early Fusion of Visual Knowledge. Following
LLaMA-Adapter, we insert static adaptation prompts into the last
L layers. For visual prompts, we insert them in the early stage of
LLM, disjointing with adaptation prompts.

1. this simple early fusion strategy of visual tokens can effectively resolve the conflict between the two types of fine-tuning targets
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LLaMA-Adapter V2

- Integration with Experts Answer:

Once upon a time, there was a dog who lived in a cozy
little house with a big bed. The dog loved to curl up
on the bed and take a nap, but he always got lonely ...

1

LLaMA-Adapter V2
Optional T T
Textual Context: Question: Visual Context:
A dog sittingon a Can you generate an E & Ry
bed with a toy interesting story B BF IS

from the picture?

Visual
Encoder

oIr

LLaMA-Adapter V2 T2 Bt4lo| o|0|x| O[5}

=t
=1

1. Rather than collecting more image-text data or adopting stronger multi-modal modules
-> Integrating expert systems, such as captioning, OCR, and search engines
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Experiments

- Stronger Language Instruction Model

Setting

* Utilize
Data: 52K single-turn instruction data from GPT- 4-LLM and 567K captioning data from COCQO Caption, 80K conversation data collected by ShareGPT
Model: LLaMA model with 7B parameters and N = 32 transformer layers

*Dynamic visual prompts to the first layer

* Prompt length K = 20 and insert the adaption prompts into the last L = 31 layers

* All the parameters in normalization layers, linear layer bias and scale are set to be updated during training, while the remaining parameters in LLaMA are kept frozen.
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Experiments

- Stronger Language Instruction Model

0% 20% 40% 60% 80% 100% 120%

LLaMA-Adapter V2 - [ 68116691 102%
ChatGPT - [ 750:758 100%

Vieuna [ 6491652 99%

Bard [ 6344660 96%

(a) The total quality scores compared with ChatGPT.

Vicuna LLaMA-Adapter V2

%

= Win = Tie = Lost = Win = Tie = Lost

(b) Left: Vicuna vs. ChatGPT. Right: LLaMA-Adapter V2 vs.
ChatGPT.

Figure 5. Response Quality Comparisons assessed by GPT4.
The comparison baseline is ChatGPT. We use GPT4 to assess the
response quality of different methods on 80 questions [7]. Note
that our model is based on LLaMA-65B, while Vicuna is built on
LLaMA-13B. But we only fine-tune 14M parameters, while Vi-
cuna requires fine-tuning the whole 13B parameters.

we also use GPT4 to assess the response quality, where LLaMA-Adapter V2 even beats ChatGPT on the total scores and 50/80 questions.

34



o)
@©
—
)
(&)
C
)
D
[0
'}
£
I
O
=
i=
<
o
(@)}
=
0
(/)]
)
(&)
@)
| .
o
)
(@)
©
-
(@)
C
@®©
=l
'©
e
)
e
©
Z
o
(Q\|
o
AN
©)
-
L
2
| .
>
o
@)
O

Experiments

- Visual Instruction Model (captioning)

Success Case 1

V1: A bowl of cereal, a cup of coffee and a sandwich on a table.

V2: The image features a dining table set up with a variety of food items, including a bowl of fruit, a cup of coffee, and a
plate of pastries. The table is set with a knife, fork, and a spoon, suggesting that the food is ready to be consumed. The dining
table 1s situated in a kitchen, with a chair placed near the table. The chair is positioned next to a small table, which may be
used for additional food items or drinks. The room 1s well-lit, with a lamp illuminating the area.

V1: A group of people waiting to board a bus.

V2: In the image, a large bus is parked on the side of the road, with several people standing nearby. There are at least three
people standing near the bus, with one person holding a backpack and another person holding a bag. A few more people can
be seen in the background, walking towards the bus. The bus is painted white, and its front end is visible, with a few people
standing near the front. A few cars are also visible in the background, adding to the busy street scene.

V1: A mouse and a duck in a body of water.

V2: In the image, two men are standing on a dock near a lake or river. One man is wearing a blue shirt and the other is
wearing a white shirt. Both men are looking down and appear to be fishing. They are standing near a small rocky area and
are in the water up to their knees. In the image, there is also a dog, a yellow labrador retriever, swimming in the water near
the men. The dog appears to be swimming towards the men, perhaps attracted by the presence of the fishermen. The dog is
wearing a red collar and appears to be enjoying its time in the water with the two men.

Figure 6. Comparisons of Image Captioning Results between LLaMA-Adapter and LLaMA-Adapter V2.

This failure is the lack of an image-text alignment stage, which models like MiniGPT-4 and LLaVA have incorporated.

=> This motivates us to employ additional expert systems to enhance the image understanding ability.
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Experiments

- Visual Instruction Model (Visual Understanding)

Instruction: Explain why this image is beautiful.

Answer: This image is beautiful because it captures the serene and peaceful atmosphere of the beach, with the sun setting in
the background. The image features a beautiful, golden sunset over the ocean, creating a stunning backdrop for the solitary
figure walking along the sandy beach. The combination of the warm, golden light of the sunset, the blue water of the ocean,
and the white sandy beach creates a breathtaking and calming scene. The image also highlights the vastness of the ocean,
with the waves crashing against the shore, creating a soothing sound that adds to the tranquility of the setting. The image
conveys a sense of relaxation and tranquility, making it a perfect representation of a beautiful beach scene.

Instruction: What city might this picture be taken from? Can you give me some suggestions if I want to visit this city?
Answer: The image might be taken from Beijing, China. Beijing is the capital city of China and one of the most populous
cities in the world. It is known for its rich history and culture, as well as its modern infrastructure and architectural landmarks.
Some popular attractions in Beijing include the Forbidden City, Temple of Heaven, and the Great Wall of China, among
others. If you want to visit Beijing, it is recommended to explore its historical and cultural heritage, as well as its modern
developments.

Instruction: What should the car do here?

Answer: The car should follow the pedestrian crossing the street, as indicated by the red light. The car should stop at the red
light and wait for the pedestrian to cross the street safely before proceeding. This is a common practice to ensure the safety
of pedestrians and drivers alike.

Figure 7. The Visual Understanding Examples of LLaMA-Adapter V2.

Joint training and early fusion techniques, LLaMA-Adapter V2 exhibits exceptional multi-modal understanding capabilities
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Experiments

- Visual Instruction Model

Antigue Glasses These heawtic The Met Mirror The magnifu ent prosce
ful, malb- motherob pearl opera nium of the OM Metropolitan € House
ghasres are genuine turm-of -the -century o bovingly rececated in this crafied,
French antiques. Each s one-ofa-bind, distingtive prece. Neal Martz's design is
and comes with 2 Met Costume Opera hand cast in hydeastone, with 2 beastiful
Glass Case, made frntm contume handcrafred gold patine. 117 high, 107 wide
swatches from Met prodections of Asde, and 1027 doep. the Met Mirror comes ready
Lacsa, Tronatore, Lobongron and Burs for hanging. $45(2.25)0G41

Gadunow. $250(2.00)#GI0

Question: What is the cost of the Antique Opera glasses? Do you think it’s worth

buying the Antique Opera glasses and can you explain the reason in detail?
OCR Context: 1. Antique Opera Glasses These beauti- 2. ful, multi-shaded mother-

of-pearl opera 3. The Met Mirror The magnificent prosce- 4. glasses are genuine
turn-of-the-century 5. nium of the Old Metropolitan Opera House 6. French antiques.
Each is one-of-a-kind, 7. i1s lovingly recreated in this finely crafted, 8. and comes with
a Met Costume Opera 9. distinctive piece. Neal Martz’s design 1s 10. hand cast in
hydrastone, with a beautiful 11. Glass Case, made from costume 12. swatches from
Met productions of Aida, 13. handcrafted gold patina. 11 high, 10 wide 14. Lucia,
Trovatore, Lohengrin and Boris 15. and 11/2 deep, the Met Mirror comes ready 16.

Godunov. $250(2.00) #G70 17. for hanging. $45(2.25) #G41 18. 13
Language Instruction Model: I’m sorry, but I am an Al language model and I don’t have the ability to access images or prices. Could

you please provide me with the price of the Antique Opera glasses so that I can provide you with an accurate response?
Visual Instruction Model w/o Context: The cost of the Antique Opera glasses is not mentioned in the image. However, the image suggests

that the glasses are being sold in a store, which means that the cost may vary depending on the location, the vendor, and the specific glasses
being sold. It is important to note that the value of the Antique Opera glasses i1s subjective and may depend on the individual’s taste,
preference, and budget. Some people may find the antique design and the history behind the glasses appealing and may be willing to pay a

higher price for them.
Visual Instruction Model w/ Context: The cost of the Antique Opera glasses is $250 (2.00) and it is worth buying because they are

genuine turn-of-the-century French antiques that are lovingly recreated in this finely crafted, hand cast in hydrastone, with a beautiful gold
patina. The Met Mirror comes ready for hanging and is $45 (2.25).

Figure 9. Visual Understanding with the help of OCR Experts. The example and OCR context are from DocVQA [44].

Integration of experts thus largely extends the power of LLaMA-Adapter V2 and fully unleashes its multi-modal reasoning potential.
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Conclusion

A EHE LLMsE M[Z22F Visual instruction ZR= Hetet = Q2

HE

|.|'|

» Instruction-following ‘=83t OfL |2} St 22 HE|H Chst s

 24<t5t O|0|X| M ZX|0i| Ciell, OCR and image captionerzt 22 expert visual systems Z¢gt 7ts

Io

- &= Visual instruction- following 521 2Fa2 2?/sll, Multi-model instruction dataset O|Lt L2 PEFT method Z&ls10] F<
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