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Introduction

& CLIP (Contrastive Language-Image

Pre-training, arXiv 2021)

(1) Contrastive pre-training
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& FILIP (Fine-grained Interactive
Language-Image Pre-Training, ICLR 2022)
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& DeCLIP (Supervision Exists Everywhere:
A Data Efficient Contrastive Language-
Image Pre-training Paradigm, CVPR 2021)
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(b) DeCLIP

Figure 4: (a) CLIP and ALIGN jointly train an image encoder and a text encoder to predict the
correct pairings of a batch of (image, text) ualmng examples. (b) Our DeCLIP overview. (1) means
Self-Supervision(SS). For image SS, we maximize the similarity bclwccn two augmented views
of the same instance. For text SS, we leverage Masked L deling(MLM) within a text
sentence. (2) represents cross-modal Multi-View Supervision(MVS). We first have two augmented
views of both image and text, then contrast the 2 x 2 image-text pairs. (3) indicates Nearest-
Neighbor Supervision(NNS). We sample text NN in the embedding space to serve as additional
supervision. The combination of the three supervision leads to efficient multi-modal learning.
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Examples

A picture of A picture of A picture of

an apple on a table. an apple with a
library sign on it

an apple with a label
on it that says iPod

Q: What does the yellow Q: Are the zebras Q: What sound do these
street sign mean? A: walking? A: no animals make?
pedestrian crossing

A: bleating

Figure 3: An example of a 2-shot prompt for OKVQA.

f;.'-ﬂ= Natural Language Processing
& Artificial Intelligence

-I'was'going to tell I'was going to tell

ajoke about sodium_.. | ajjoke about sodium._.

A picture of A picture of a cat in a lab coat, with the caption "

a cat in a lab coat. I was going to tell a joke about sodium, but Na"

[ .

Q: What does the sign say? A: Q: What does the sign say? A:
* “Black Lives Matter.'' " “Black Lives Matter.''

Figure 4: MAGMA’s OCR capabilities. Even when
text is obscured, MAGMA imputes the missing values.
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Figure 2: MAGMA s architecture. The layers in red are trained, and the layers in blue remain frozen.

i) images are fed into a Visual Encoder (CLIP-visual backbone), which processes the raw image input and outputs a sequence

of feature vectors

ii) Then an Image Prefix module maps image features into a sequence of embedding vectors that are input to the third model

component, an auto-regressive Language Model (GPT-J 6B).

iii) Adapter: scaled residual bottleneck MLP 8/ 32
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VQA

OKVQA GQA VizWiz | SNLI-VE NoCaps Coco
CIDEr B@4 CIDEr B@4
MAGMA 68.0 49.2 54.5 35.4 79.0 93.6 27.8 91.2 31.4
SOTA 75.5 48.0 72.1 54.7 86.3 112.2 33.1 143.3 41.7
SOTA model | SimVLM PICa CFR  Pythia SimVIM | SimVIM  VIVO | SimVILIM  OSCAR

Table 2: MAGMA finetuned performance. B@4: NoCaps-all score. SOTA scores are to the best of our knowledge
at the time of writing. If available/applicable, we compare to the SOTA score of models solving the task in an
open-ended generative fashion like MAGMA (notably SimVLM on VQA), otherwise we compare to the general
SOTA (classification setting). Models: SimVLM (Wang et al., 2021), PICa (Yang et al., 2021), CFR (Nguyen et al.,
2021), Pythia (Singh et al., 2019), VIVO (Hu et al., 2020), OSCAR (Li et al., 2020).
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Objective

t2 H|10{H ¥ & (non-linguistic phenomena)S Y4telstn FE2E 5+ = UHH, ol Zl form2| text dataE =& E vision &2
M2 QIZHNEH ZE S conceptual knowledgeS BHEE 4= giCt

vision 21} language 2 29| conceptual representations2 7| SHoE FYUSIIN?

> =2 linguistic supervisionO| 2t 1 HE7t CHEZ|?

0| £ 2I3ll pre-training®lM linguistic supervision®| Z=7} Ct2 37}X|9| O|O|X| QA E AIE
BEIT: H0{0f] .= X| Q%D OFAIE O|0|X|] MMO| contentsE 0| Fst= WRHOZE 3tE (w/o linguistic supervision)

NFRN50 (Normalizer Free Resnet50): WordNet hypo/hypernym 0] [t} labeled CiO[E{0f T O[O|X] 2 & XYM AFH 23 =, 300M O[O]X|
2|2 Ho|HEZ g& (Z7H9| linguistic supervision)

CLIP: shared image-text representation space®| A, full natural language captions@ 2 O|O[X|& align St=& A & (w/ linguistic supervision)

«  CLIP > NFRN50 > BEIiT
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Methodology

A frozen image encoder A linear projection is tuned The image projections are
encodes an image as a to project from image fed as soft prompts into a
feature map space to text space generative LM

* Image Encoder * & Linear Proj. § :%"' Text Decoder *

“A picture of
adogona
skateboard”

Figure 1: We train linear projections from image representations into the input space of a language
model to produce captions describing images. We find that LMs can describe the contents of most
image representations, but performance varies based on the type of image encoder used.

Linear Projection

- “Image encoder?| representation} LM2| representation

rlo

S USt spacel] £IXI?”
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Experimental Results

CIDEr-D (Vedantam et al, 2015) : A|ZtHo 2 Q&

Image Captioning NoCaps - CIDEr-D NoCaps (All) CoCo CoCo ot Mztst IO E A MSHI &~ )
In Out Near All | CLIP-S Ref-S | CIDEr-D | CLIP-S Ref-S
#NFRNS50 Tuned 209 308 253 273 66.5 72.5 353 69.7 74.8
OSMAGMA (released) | 18.0 12.7 184 169 63.2 63.8 52.1 76.7 794
MMAGMA (ours) 304 434 36.7 38.7 74.3 78.7 475 753 79.6 _ . (03] O FH A
BEIT Random 5.5 3.6 4.1 44 46.8 55.1 52 48.8 56.2 CLIP-S (CLI Pscore). reference BA Ol O| | X| Ql- ==
NFRN50 Random 5.4 4.0 49 5.0 47.5 55.7 4.8 49.5 57.1 7} Ol o Al.A'l I 7|-
BEIT 203 163 189 18.9 62.0 69.1 223 63.6 70.0 == Tr © ©
NFRNS50 21.3 31.2 269 285 65.6 71.8 36.2 68.9 74.1
BEIT FT. 385 488 43.1 453 73.0 78.1 51.0 74.2 78.9
CLIP 343 484 416 439 74.7 79.4 54.9 76.2 80.4 RefCLIPScore: reference% i-cél'_cl)_l'o:l 0| Dl x| 9" ?zli-l A._:l
VQA n-shots 0 1 2 4 —
Blind 20.60 35.11 36.17 36.99 I7—Fgl %Al-AO-l J-CE)' 7|-
A&NFRNS50 Tuned 27.15 37.47 38.48 39.18
SMAGMA (ours) 24.62 39.27 40.58 41.51
AMAGMA (reported) 32.7 40.2 42.5 43.8
NFRN50 Random 25.34 36.15 36.79 37.43
BEIT 24 .92 34.35 34.70 31.72
NFRNS50 27.63 37.51 38.58 39.17
CLIP 33.33 39.93 40.82 40.34

st

“limage] Q: [q] A" 2] ZEZEZ VQA 7
VQA+= Accuracy 7|8F B7}

Linguistic Supervision2| Z &
- CLIP < NFRN50 < BEiT 13/ 32



Experimental Results

Image Captioning NoCaps - CIDEr-D NoCaps (All) CoCo CoCo

In Out Near All | CLIP-S Ref-S | CIDEr-D | CLIP-S Ref-S

ANFRNS50 Tuned 209 30.8 253 273 66.5 72.5 35.3 69.7 74.8
OSMAGMA (released) | 18.0 12.7 184 169 63.2 68.8 52.1 76.7 794
OSMAGMA (ours) 304 434 36.7 38.7 74.3 78.7 47.5 75.3 79.6
BEIT Random 5.5 3.6 4.1 4.4 46.8 55.1 5.2 48.8 56.2
NFRN50 Random 54 40 49 50 47.5 55.7 4.8 49.5 57.1
BEIT 203 163 189 189 62.0 69.1 22.3 63.6 70.0
NFRNS50 21.3 31.2 269 285 65.6 71.8 36.2 68.9 74.1
BEIT FT. 385 488 43.1 453 73.0 78.1 51.0 74.2 78.9
CLIP 343 484 416 439 74.7 79.4 549 76.2 80.4

NFRN50 Tuned: frozen LM, Visual Encoder &5 > LM space0|| Visual EncoderE fit

BEIT FT.: 7| = BEIT2 MIM2 £ Linguistic SupervisionO| S %=

=4,

BEIT ckptOl| ImageNet-22kZ fine-tuningSt O Linguistic Supervision T

= Ol
T d

;“b Natural Language Processing
" & Artificial ntelligence
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Image Captioning NoCaps - CIDEr-D NoCaps (All) CoCo CoCo
. In __OQut Near _ All | CLIP-S Ref-S_| CIDEr-D_| CLIP-S Ref-S VQA n-shots 0 1 2 4
I ANFRNS0 Tuned | 209 308 253 273 | 665 725 | 353 60.7 748 | Blind o 2060 el L3007 1 3699 .
| AMAGMA (released) | 180 127 184 169 | 632 688 52.1 76.7  79.4 1|1 #NFRNS0 Tuned 27.15 374 38.48 39.18 1
I_ _*MAGMA (ours) _| 304 434 367 387 |_ 743  78.7 475 _25_:3___19;6_,' l SMAGMA (ours) 24.62 39.27 40.58 41.51 I
BEIT Random 55 36 41 44 | 468 551 5.2 48.8 562 Mﬁiﬁﬁ? Ojﬁ_ep?ed) . 235%;3; _____ . 3‘}6&1?5 __ 3‘%2_-?59_ _;;%_ _ __'

=NERNSQRandom _ L 34 = =dQ A9 - S50 L ATS . 507 b el 405 _SLL, | SEoZ Random 2 e o o e e ) O e e e S e e
4 BEIT 203 163 189 189 | 620  69.1 223 63.6 700 1|1 BEIT 24.92 34.35 3LT0 3172
I NFRNS50 213 312 269 285| 656  71.8 36.2 68.9 741 [ NFRN30 27.63 37.51 38.58 39.17
! BEIT FT. 385 488 431 453 | 730 781 | 510 742 789 {IL___ CLIP _.3333 __39.93 082 | __4034
i CLIP 343 484 416 439 | 747 794 549 762 804 1

Jointly-tuned Models vs Linearly Mapping Models
Jointly-tuned < Linearly Mapping

> LM E|RE{ & st55t= 40| 2 2|n|= gict
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Experimental Results

Image Captioning NoCaps - CIDEr-D NoCaps (All) CoCo CoCo

In Out Near All | CLIP-S Ref-S | CIDEr-D | CLIP-S Ref-S

ANFRNS50 Tuned 209 30.8 253 273 66.5 72.5 353 69.7 74.8

MMAGMA (released) | 18.0 12.7 184 16.9 63.2 68.8 521 76.7 794

HMMAGMA (ours) 304 434 36.7 38.7 74.3 78.7 47.5 75.3 79.6

BEIT Random 5.5 3.6 4.1 4.4 46.8 55.1 5.2 48.8 56.2
r._NERMD.Ea.ndDm I RN ) B ' NI | R Ry - PRy A S 5. S By [ KPR, w6 B
BEIT 203 163 189 189 62.0 69.1 223 63.6 70.0 :
___NFRNS0___|213 312 269 285 | 656 718 | 362 | 689 _ 741 )

.-—-...BELT.EI..__ YT T N T e £ 0 N I 7 e JE -
CLIP 343 484 416 439 74 7 79.4 54.9 76.2 804 '

Linguistic Supervision2| #%H

Linguistic Supervision2| A7

CLIP > NFRN50 > BEITO| M1t

ERN

;“b Natural Language Processing
" & Artificial ntelligence

VQA n-shots 0 1 2 4
Blind 20.60 35.11 36.17 36.99
ANFRN50 Tuned 27.15 37.47 38.48 39.18
AMAGMA (ours) 24.62 39.27 40.58 41.51
#MAGMA (reported) 32.7 40.2 42.5 43.8
_ NFRN50 Random | — 2534 __ 36.15 36,79 _ 3743 __
C====BET """ TTTMoTT~ ¥/ T T R I/ U [ R I T ) [
: NFRN50 27.63 37.51 38.58 39.17 :
1 CLIP 33.33 39.93 40.82 40.34 :
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Experimental Results

Image Captioning NoCaps - CIDEr-D NoCaps (All) CoCo CoCo

In Out Near All | CLIP-S Ref-S | CIDEr-D | CLIP-S Ref-S

ANFRNS50 Tuned 209 308 253 273 66.5 72.5 35.3 69.7 74.8

HSMAGMA (released) | 18.0 12.7 184 169 63.2 68.8 521 76.7 79.4

ASMAGMA (ours) 304 434 36.7 38.7 74.3 78.7 47.5 75.3 79.6

BEIT Random 5.5 3.6 4.1 4.4 46.8 55.1 5.2 48.8 56.2
___BET 1203 163 189 189 620 _ 691 | 223 | 636 _ 7001
S O Y R o v e Ol Y - . S 2
- BEITFT. ___| 385 _48.8 _43.1 453 30 781 | 510 _| 742 _ 7891

CLIP 343 484 416 43. 9 74.7 79.4 549 76.2 80.4

BEIT vs BEIT FT

Linguistic SupervisionO|

Linguistic information2 £0{FH

257>, Natural Language Processing
& Artificial Intelligence

VQA n-shots 0 1 2 4
Blind 20.60 35.11 36.17 36.99
#NFRN50 Tuned 27.15 37.47 38.48 39.18
SMAGMA (ours) 24.62 39.27 40.58 41.51
MMAGMA (reported) 32.7 40.2 42.5 43.8
NFRN50 Random 25.34 36.15 36.79 3743
BEIT 2492 34.35 34.70 31.72
NFRNS50 27.63 37.51 38.58 39.17
CLIP 33.33 39.93 40.82 40.34

Image®t Text Space’l FALSHE S &

M5 Q= BEIT 220, ImageNet-22k HIO|E{E fine-tuningSt™
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Experimental Results

Image Captioning

a giraffe in the lobby
of the building

tennis player in action

tennis player at the tennis
tournament.
tennis player during a
tennis match.

the giraffe in the zoo.

a peacock in the garden

aman and a woman in a
field of flowers

the new logo for the team

He is surfing a wave. A tennis racket

He is surfing the waves. A tennis racket

He is jumping into the A baseball bat

water.
He is swimming in the . - :
= ¢ __Random pool. g Random Aitren
Q: What is the person doing? Q: What is the person holding?
A: surfing A: tennis racket

Figure 2: Curated examples of captioning and zero-shot VQA illustrating the ability of each model to
transfer information to the LM without tuning either model. We use these examples to also illustrate
common failure modes for BEIT prompts of sometimes generating incorrect but conceptually related
captions/answers.

b

[ot

Linguistic Supervision0| £=3%t BEIT R 2 Ct31F 242 A+E H
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1 . Average Wu-Palmer Similarity over Wrong Predictions Overlap of Mistaken Animal Properties w/ Ground Truth
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I 5 os Ej £ |1 | | e = = 8
= = R I 2.4 ‘-% -
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1 £ 061 o I i (b) UMAP projections of AWA images:While NFRN50 and CLIP cluster tightly along lexical categories
| 2 3 1 (color coded by animal), BEIT clusters the most distinctly along animals that live in water/the ocean; the
: o & ] 1 randomly initialized NFRN50 mostly randomly overlap in one cluster.
o n
i g s 0 — ! Fi
2 0 | igure 4
: u.?\IFRI‘\I50 Random BEIT NFRN50 CLIP NFRN50 Random BEIT NFRN50 CLIP |
1
1 (a) Left: Wu-Palmer Similarity for captions in which the models don’t mention the animal show that BEIT, y
I NFRN50, and CLIP are all similarly close, meaning that even if they predict the wrong animal, it is on average | Wu-Palmer Sim“arity: WordNet _E__I'?I_ HH" Oﬂ A-I AEI X-” EI_I- 9|- gl )g El_l El_l-O-I A|-O| _0_| 7—| E| %
: very taxonomically similar. Right: When the model mistakes one animal for another in the dataset, how |
.S . . . . . - e e _
I similar are ‘the AWA properties for the‘truc ammz_il and the one it mistakes it most f(_)r'.’ The average 1_1umber| 7:" AI_|-0|.01 EI_I-O-I 7|. 7g EHI-()“ % |:||.|_|. E.E ?HEX| :Jg Ol'E I:él- I:é'l
I of overlapping properties show that animals predicted from BEIT are at least as similar to the real animal as |
1 NFRN50 and CLIP. Median is shown as the solid orange line while the dashed green line shows the mean. ]
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- Caption2 4432 [, WordNet synset of the ground truth animal label0| 212 %l S&E9| similarity2 7}

- Accuracy > CLIP: 59%, NFRN50: 43%, BEIT 13%, NFRN50 Random: 0.4%
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Average Wu-Palmer Similarity over Wrong Predictions Overlap of Mistaken Animal Properties w/ Ground Truth mm————— e Y S —— — -
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I ] l - b = I
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= 2 40 1 | 1
‘g 0.6 1 o i ‘ (b) UMAP projections of AWA images:While NFRN50 and CLIP cluster tightly along lexical categories |
= - | (color coded by animal), BEIT clusters the most distinctly along animals that live in water/the ocean; the 1
° ° £ | randomly initialized NFRNS0 mostly randomly overlap in one cluster. 1
o 1
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0.4 & Figure 4
NFRN50 Random BEIT NFRN50 CLIP NFRN50 Random BEIT NFRN50 CLIP

(a) Left: Wu-Palmer Similarity for captions in which the models don’t mention the animal show that BEIT,
NFRNS50, and CLIP are all similarly close, meaning that even if they predict the wrong animal, it is on average
very taxonomically similar. Right: When the model mistakes one animal for another in the dataset, how
similar are the AWA properties for the true animal and the one it mistakes it most for? The average number
of overlapping properties show that animals predicted from BEIT are at least as similar to the real animal as
NFRNS50 and CLIP. Median is shown as the solid orange line while the dashed green line shows the mean.

UMAP Projections of AWA images:

- NFRN50, CLIP2 (5222 Mo =2 F5)el 525 2

- BEITZ =/HICHO| At S=S et 71 F35HA 222
- Random NFRN502 CHE 2 StLto| 2 2{AEHOA HH

UX| 2

1

- CLIP, NFRN502 Language Supervision2 £ Fine-grained conceptual representation= ‘4’

I

- BEiT2 Language Supervision2 ZI&5}X| 210} Coarse-grained conceptual representationS 44%d 20/ 32
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GPT-assisted Visual Instruction Data Generation

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that 1s transporting it.

Context type 2: Boxes

person: [0.681, 0.242, 0.774, 0.694], person: [0.63, 0.222, 0.686, 0.516], person: [0 444, 0. 233
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497, 0.173, 0.579], bicycle: [0.282, 0.363,

0.327, 0.442], car: [0.786, 0.25, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
O0.R91. 031 car- 10261 0.101. 0.7R7. 0.67261

3702| Response type2L £ GPT-4E &
Sfl Visual Instruction H|O|E 4

- Conversation

Detailed description

complex reasoning

= 158k2| H|O|E{Al A#A

Response type 1: conversation Response type 3: complex reasoning

Question: What type of vehicle is featured in the image? Question: What challenges do these people face?

Answer: The image features a black sport utility vehicle (SUV). Answer: In the image, a group of people is standing outside a black SUV in a parking area,
Question: Where is the vehicle parked? surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the

Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There

are three people in the scene, with one person standing closer to the left side of the vehicle, another

person in the middle, and the third person on the right side. They are all working together to pack

their luggage into the SUV for a trip. 25/ 32
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GPT-assisted Visual Instruction Data Generation

Instructions for brief image description. The list of instructions used to briefly describe the
image content are shown in Table 8. They present the same meaning with natural language variance.

* "Describe the image concisely.”

» "Provide a brief description of the given image."

* "Offer a succinct explanation of the picture presented.”

* "Summarize the visual content of the image."

* "Give a short and clear explanation of the subsequent image."
» "Share a concise interpretation of the image provided."

= "Present a compact description of the photo’s key features.”

* "Relay a brief, clear account of the picture shown."

* "Render a clear and concise summary of the photo.”

» "Write a terse but informative summary of the picture."

» "Create a compact narrative representing the image presented.”

Table 8: The list of instructions for brief image description.

Instructions for detailed image description. The list of instructions used to describe the image

content in detail are shown in Table 9. They present the same meaning with natural language variance.

"Describe the following image in detail”

"Provide a detailed description of the given image”

"Give an elaborate explanation of the image you see"

"Share a comprehensive rundown of the presented image"”
"Offer a thorough analysis of the image"

"Explain the various aspects of the image before you"
"Clarify the contents of the displayed image with great detail"

"Characterize the image using a well-detailed description”

"Break down the elements of the image in a detailed manner"
"Walk through the important details of the image"
"Portray the image with a rich, descriptive narrative"

"Narrate the contents of the image with precision”

"Analyze the image in a comprehensive and detailed manner”
"Illustrate the image through a descriptive explanation”
"Examine the image closely and share its details"

+ "Write an exhaustive depiction of the given image"

Table 9: The list of instructions for detailed image description.

messages = [ {"role":"system", "content": f"""You are an Al visual assistant, and you are
seeing a single image. What you see are provided with five sentences, describing the same image you
are looking at. Answer all questions as you are seeing the image.

Design a conversation between you and a person asking about this photo. The answers should be in a
tone that a visual Al assistant is seeing the image and answering the question. Ask diverse questions
and give corresponding answers.

Include questions asking about the visual content of the image, including the object types, counting
the objects, object actions, object locations, relative positions between objects, etc. Only include
questions that have definite answers:

(1) one can see the content in the image that the question asks about and can answer confidently;
(2) one can determine confidently from the image that it is not in the image. Do not ask any question
that cannot be answered confidently.

Also include complex questions that are relevant to the content in the image, for example, asking
about background knowledge of the objects in the image, asking to discuss about events happening in
the image, etc. Again, do not ask about uncertain details. Provide detailed answers when answering
complex questions. For example, give detailed examples or reasoning steps to make the content more
convincing and well-organized. You can include multiple paragraphs if necessary.""" }

]
for sample in fewshot_samples:

messages.append ({"role":"user", "content":sample[‘context’]})
\_ messages.append ({"role":"assistant", "content":sample[‘response’]} )

messages.append({"role":"user", "content":‘\n’.join(query)})
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BB Dataset Viewer ef> AP
Split
train (394k rows) v
image (string) conversations (list) id (string)
"EEREE82156T77 . jpg" [ 1 "from": "human", "value": "<image>‘\nWhat skill set "0e06a8021567T'
might someone need to perform such a frisbee trick?" I, {
“from": "gpt", "value": "To perform the frisbee trick

shown in the image, where the man is passing a frisbee
between or undernsath his legs, a perscn would need a
combination of skills. These skills include good hand-eye
coordination, agility, balance, flexibility, and
dexterity. Additionally, the ability to throw and catch
the frisbee accurately while maintaining control of bodily
movements would also be essential. To perfect the trick,
practicing these skills and building up muscle memory

thzough repetition would be beneficial." % ]

[ f "from": "human", "wvalue
is the woman taking while walking in this weather?” I,

"<imagex'nWhat precaLti:nf BERRRA206754

00EREE296754 ., jpg"

[ { "from": "human", "value": "What made the photographs

: A " “pO0ooe543038
unique and helped to create a memorable moment?\n<image>".. =0

" 500AE0543038. jpg”
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LLM (fo(-): LLaMA

T W TS U

e B e X, Image Xq Language Instruction

Figure 1: LLaVA network architecture.
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mermer X the remaining turns ¢ > 1

L
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Stage 1: Pre-training for Feature Alignment.

- CC3M= 595k2 EHE|{A F, instruction-following data®2 ¥ 2$t H|0|E| &t&
- 1) Image Description = olLI-§ HEH2 2 &0} o|0[x] 2F ¥
- 2) |2 0|0|X|2] captions MEHLE st&

- 3) Mapping Layer2t Y G|O| E (LLM, Vision Encoder 11%)

Stage 2: Fine-tuning End-to-End.
- Multi-model Chatbot A|Lt2| 2

- 158k HIO|E{0l M 272] single turn, 17H2] multi-turn2 2 MEAHSIH gt
- Science QA A|LIE|2
- D} A2 o|0|X| =2 O|0|E| &L 29 /32
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Experimental Results

1) Multimodal Chatbot A|L}2| 2

| Conversation  Detail description ~ Complex reasoning ~ All

Full data 83.1 75.3 96.5 85.1 Soatce: httpa: //uww. barnarusa. coe/up- contunt /uplosda/2016/12/03- Contusing-Picteres. Jpg
Detail + Complex 81.5 (1) 73.3 20 90.8 57 81.9 (32 t'l\_erw\ '\['\1?“ is U":j*"a' “bou‘fﬂ;:;‘ image? s S e R

. o a e unusual aspect of this image is a man ironing clothes on the back of a minivan or
Conv + 5% Detail + 10% Complex | 81.0 2 68.4 (7.1 9L5 50 80.5 44 van. This is not a typical place to perform this actis‘ily. as one would usually iron clothes
Conversation 76.5 66 59.8 c162) 84.9 (124) 73.8 (113) in a more stationary and safe location, such as a home. using a regular ironing board.
No Instruction Tuning 22.0 (611 24.0 (s13) 18.5 (-78.0) 21.5 (636) The scene depicted in the image is peculiar as it involves a makeshift ironing setup on a

vehicle, which can be both unsafe and unconventional. Additionally, it is not clear how
the man is able to maintain balance and stability while ironing clothes in such an unstable

Table 3: Relative scores for different settings w.r.z. GPT-4 (text-only) on 30 randomly sampled images

environment.
from COCO Val 2014. Each image is associated one short question, one detailed question, and one [Start a new conversation, and clear the history)
: : ; : : : : User What's happening in the scene?
complex reasoning question, resulting in a total qf 90 questions. Followmg the same setting as our L12VA Thio iskige depicts s s seineli 6600 o5 il SV By b i, 1366
data generation pipeline, GPT-4 uses ground truth image captions and bounding boxes as visual input. holding a portable ladder, seemingly ironing clothes while standing on the vehicle. Around
We prompt GPT-4 with the answers from our model outputs and the answers by GPT-4 (text-only), :t‘&t&':;:ﬁ;e“l’: ;‘:‘f{:ﬁ'{:‘ “0::'::;\25’[&};"2]:"“;; gl‘edzi“an’;‘ﬁg:;::f':u‘r ﬂ"t‘:":\f;f
and let it compare between both responses and give a rating with an explanation. The man on the ladder appears to be attracting attention due to his unconventional choice

of ironing his clothes on top of a moving car. The city street around him is bustling with
activity, adding to the unique nature of the scene.

User What is unusual about this image?

GPT-4 [ ] The unusual thing about this image is that a man is ironing clothes on an ironing board
attached to the roof of a moving taxi.

User Can you explain this meme in detail?

BLIP-2 a man is sitting on the back of a yellow cab

User Can you explain this meme in detail?

OpenFlamingo  The man is drying his clothes on the hood of his car.
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|
X e r I m e n ta e S u ts ot Snapsmasiacnis
the earth from space and | marvel at

how beautiful it all is.

1) ScienceQA

Method Subject Context Modality Grade Average i b e o

. . ser an you explain this meme in detail?
NAT SOC LAN | TXT IMG NO Gl-6 G7-12 LLaVA The meme in the image is a creative and humorous take on food, with a focus on chicken
Representative & SoTA methods with numbers reported in the literature nuggets, as the center of the universe. The meme begins with the p_hras.e "Sqmelimes I ju.sl
Human [30] 0023 8497 8748 | 89.60 87.50 88.10 | 91.59 82.42 88.40 look at pictures of the Earth from space and I marvel at how beautiful it all is..." The main
3 ) image features a tray of cooked chicken nuggets, with the chicken pieces positioned to
GPT-3.5 [30] X 74.64 6974 7600 | 7444 6728 7742 | 76.80 68.89 7397 resemble the continents and islands on a world map. The meme playfully suggests that the
GPT-3.5 w/ CoT [{‘ [] 7544 7087 78.09 | 74.68 6743 7993 | 7823  69.68 75.17 chicken nuggets represent the Earth, and the various locations depicted in the photo are
LLaMA-Adapter [55] 84.37 8830 84.36 | 83.72 80.32 86.90 | 85.83 84.05 85.19 actually chicken nugget versions of different places. The punchline of the meme appears
MM-CoTpggse [57] 87.52 77.17 85.82 | 87.88 8290 86.83 | 84.65 85.37 8491 in smaller text at the bottom, reading "I mean, it’s not the real Earth, but how beautiful it
MM-CoT 1arge [57] 0591 8200 9082 | 9526 88.80 9289 | 9244 90.31 91.68 is all is." This lighthearted and entertaining meme combines food and humor, using the

image of chicken nuggets to create a funny and imaginative representation of the world.
Results with our own experiment runs T Cariiyon éxplain this msine?

GPT-4 84.06 7345 87.36 | 81.87 7075 90.73 | 84.69 79.10 82.69 GPT-4 [32] This meme is a joke that combines two unrelated things: pictures of the earth from space
LLaVA 90.36 9595 88.00 | 89.49 88.00 90.66 | 90.93 90.90 90.92 and chicken nuggets. The text of the meme suggests that the image below is a beautiful
LLaVA+GPT-4 (complement) | 90.36 9550 88.55 | 89.05 87.80 91.08 | 92.22 88.73 90.97 picture of the earth from space. However, the image is actually of chicken nuggets
LLaVA+GPT-4 (judge) 91.56 96.74 91.09 | 90.62 88.99 9352 | 9273 92.16 92.53 arranged to vaguely resemble a map of the world. The humor in this meme comes from

the unexpected juxtaposition of the text and the image. The text sets up an expectation of a
majestic image of the earth, but the image is actually something mundane and silly.

Table 6: Results (accuracy %) on Science QA dataset. Question classes: NAT = natural science,

SOC = social science, LAN = language science, TXT = text context, IMG = image context, NO = no User Can you explain this meme in detail? o
text. G1-6 des 1-6. G7-12 des 7-12 BLIP-2 sometimes i just look at pictures of the earth from space and marvel how beautiful it is
context, G1-6 = grades 1-6, G7-12 = grades 7-12.

User Can you explain this meme in detail?
OpenFlamingo It’s a picture of a chicken nugget on the International Space Station.

Table 5: Example prompt demonstrating LLaVA and GPT-4’s visual input capability. The prompt
requires image understanding.
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] LLaVA Chatbot

The man in the picture is sleeping on a plane, wearing headphones.

What country does he seem to be from?

The man seems to be from China, as indicated by his ethnicity.

What is the man doing in this picture?

The man in the picture is sleeping on a plane, wearing headphones.
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Thank you

Q&A
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