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Introduction

LLMZ pre-training AFEMHIA parametertil KIAS LAMSHD US
- OfAIEFLLMOI LHAHGH= K& 2 insufficient, incorrect, outdated
- OlAHO| LLMOI #2E&l answer2s M4st= |IC10] = (Haollucination)

OIS oiZ06t)| 2o =JIHECLZ LLME fine-tuningottd KA updatedh= A2 HIEOI

fine-tuning 8101, LLMCl input promptlll relevant knowledge= E&0rH .7

Knowledge-Augmented Language Model Prompting(KAPING)
- modelC| =& g10I, zero-shot setting@ = KGQA fasklllkl ds& S
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Methodology

LM prompting for Zero-shot QA
- Inputf questionOl xIt = XIH, QA system= output y= Er=toiOfF &
- xz= instruction femplate TE HM x2hk= prompi= Hi&

HIIM, naive zero-shot promptingCl =KIE0I 2
1. LLM2 parameter0l at=el XA QIESH0 hallucinations &g 2
2. Fine-tuning= expensive

3. O XIAE SoH promptOll el & HE6t=Al & 4 810 explainability 7t EH&
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Methodology

Knowledge-Augmented LM Prompting

LM prompting with KGs
- external KGOl &Z0dr] XA = injection
- {subject, relation, object} O*EHOI triples= &= KG

Knowledge Verbalization
- LLMZ fextual inputE BIQH=Z {s, r, o} &EHC| fripleE IH= OIHE0I=
linear verbalizations A&

(Alex Chilton, place of death, New Orleans) — "(Alex Chilton, place of death, New Orleans)”

Knowledge Injecﬂon
verbalized facts= OFHC| templatE 20! LIS, input prompt X' 0l concatott] input@ =2 ArE

“Below are facts in the form of the triple meaningful to answer the question”
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Methodology

Question-Relevant Knowledge Retrieval

verbalized KG= text spacelilAl CHE £~ ULt
-> embedding similarityE HAre 4~ QULCH

off-the-shelf sentence embedding modelsonget al. 2020, karpukhin et al, 2020: Xiong et al, 202D
I E ot CI= RKAIE=E HA

question-relevant knowledge= questiondt R Atret top-k(10) similar triplesE &0t JIN=

off-the-shelf retrieverE 22 R ot KAS 22| et == AFS
-> Limitationsll retriever &S0l 2t generation &0 A SR=ICH] S1s
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Experiments

TN At=ZSt HIOIEAl (KGQA datasets)
- WebQuestionsSP(WebQSP), Mintaka

5(6 3 1B) TO3, 11B) OPT(2.7. 6.78) GPT-3( 6.7, 1758)

NIetoh= HEEWAPING) A Bl 6t @I6H, 4JHKI zero-shot LM prompting baselineE &

1. No Knowledge: w/o knowledge augmentation from KGs

2. Random Knowledge: qguestion0l LIEH= entity@F #F&E =l randomly sampled K friplesE
prompt0l Z=Jt

3. Popular Knowledge: question entities@| 2= friples SUIA, I A== LIEILH= relationsE

JIEIO = question entitiesC| B &= triples S0M KIRCI popular triplesE inputtil 22

4. Generated Knowledge: promptE JIEO= LM KHMI0IA KIAIS &t = inputtil E&



Experiments

Table 1: Main results of language model prompting, where we report the generation accuracy. The number inside the
parentheses in the first row denotes the parameter size of language models, and best scores are emphasized in bold.

Datasets Methods TS wsey  T5e TSme  OPT ey OPTwrey  OPTa3sy TOoe Tome  GPT-3w e GPT-3 78 AlexaTM (208)  Average
No Knowledge £.95 1340 948 19.85 2977 28,38 2143 4077 4463 63.59 46.79 29.55
Random Knowledge 2155 1915 1757 28.07 31.73 33.31 3262 5120 51.01 65.87 5737 37.22
WebQSP Popular Knowledge 1530 1688 1839 28.32 28.13 24.21 2705 4722 45.58 62.26 5491 33.48
w/Freebase  Geperated Knowledge 619 7.84 6.76 746 11.50 822 1941 3881 4559 62.14 35.13 23 67
KAPING (Ours) 470 2541 2491 41.09 43.93 40.20 5228 6285 60.37 73.89 67.67 47.94
No Knowledge 1030 1842 1521 2394 11.77 32.40 2456 4420 48.50 67.60 4241 32.85
Random Knowledge 1794 2278 2428 37.24 35.61 38.27 2885 4768 52.05 60.64 55.63 38.27
- WebQSP Popular Knowledge 1535 2080 2074 3083 30.01 27.83 2483 4802 47.41 6337 53.92 34.83
3 w/ Wikidata  Generated Knowledge — 11.94 1330 1228 11.26 17.53 14.19 292 4134 48.77 65.89 3116 26.42
% KAPING (Ours) 2367 4038 3547 49.52 5334 51.57 4986 5873 60.44 69.58 65.04 50.69
% No Knowledge 1123 1425 1706 19.76 27.19 26.83 1475 2374 34.63 56.33 41.97 26.16
£ . Random Knowledge 1759 1819 1883 28.11 26.58 78,36 1610 2615 3298 51.56 46.02 28.22
i Mintaka Popular Knowledge 1756 1809 1873 26.97 27.08 23.10 1674 2715 32.4% 53.16 4641 27.95
S wiWikidata  Geperated Knowledge  13.61 14.61 14.29 11.87 14.96 16.24 1446 2313 33.12 55.65 3458 2241
3 KAPING (Ours) 1972 2200 2285 3294 32.37 33.37 2068 2950 35.61 56.86 49.08 32.27
§ WebhQSF w/ Freebase WehQSP w/ Wikidata Mintaka w/ Wikidata
o =70 70 40
ﬁ: E : l‘slsommel‘olﬂledge
& g ©0 | g toiw
= < 50
=
3 g a0
5 o
5 g 30
g & 20 0 0
i OPT (6.7B) TO (11B) OPT (5.7B) TO (11B) OPT (6.7B) TO(11B)
o Figure 2: Comparisons of retrieval and LM prompting. Re-
B trieval is the Top-1 result of the MPNet (Song et al., 2020).
o
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Experiments

&S HAl

Table 4: Generation examples of the prompted GPT-3 for the input question with augmented triples from the retriever, where, in
the last row, we change the knowledge of augmented facts to see whether the model is able to adapt to the changed knowledge.

Question: Where did Alex Chilton die?

Retrieved triples: (Alex Chilton, place of death, New Orleans), (Alex Chilton, manner of death, natural causes). (Alex Chilton,

cause of death, myocardial infaretion), (Alex Chilton, date of death, time: +2010-03-17), ...
Answer: New Orleans

Prompts

QOutputs

No Knowledge Question: Where did Alex Chilton die? Answer:

Below are facts in the form of the triple meaningful to answer the
question. ... (Alex Chilton, date of death, time: +2010-03-17) (Alex
KAPING (Ours) Chilton, cause of death, myocardial infarction) (Alex Chilton, manner

of death, natural causes) (Alex Chilton, place of death, New Orleans)
Question: Where did Alex Chilton die? Answer:

Below are facts in the form of the triple meaningful to answer the
question. ... (Alex Chilton, date of death, time: +2000-09-01) (Alex
Chilton, cause of death, pancreatic cancer) (Alex Chilton, manner of
death, natural causes) (Alex Chilton, place of death, Los Angeles)
Question: Where did Alex Chilton die? Answer:

KAPING (Ours)
w/ Knowledge Change

Alex Chilton died in a earaceident on Eebruary 101979,

Alex Chilton died on March 17, 2010 in New Orleans,
Louisiana due to a myocardial infarction.

Alex Chilton died in Los Angeles, California on Septem-
ber 1, 2000 from pancreatic cancer.
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Introduction

LLMZ story completion, comprehension, generationdf &=

[tefst story-related taskOl At==!

porevious story-related reseorchzg modelQ| context windowl| 2=
Ih ®= 209 STOI"yOﬂ &S (ex: ROCStories)

external KBE S0 consistencyE =0I2i= A+ JF &MBKIEL
generated story AHNIC| consistencyUl &lssct 242 Ord

= AWM= documentstil Al dynamic KBE =60
OIZ LLMO| Story Comprehension= JH&6H)| Qo HEat
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Architecture

- Document
o
© c In a hole in the there lived a
(@] -E . Not a nasty, dirty, wet hole, filled
% % with the ends of worms and an cozy smell, Open IE +
T = nor yet a dry, bare, sandy hole with Filtering
% S | nothing in it to sit down on or to eat: it was
E &) a hobbit-hole, and that means
T
Knowledge Graph
© a hobbit
g - G
= i not livied n Task
S:’ m-. + Where do hobbits
ot is not |II'||"E7
g in rEans f
¢ @
= Relevant Facts
o - .
@
= Verbalizing
o "
g E RED -
L

@& @D

Knowledge Graph

S

is not lived in

. obbit-
. IS a—w ERE
is not

@ in means

Relevant Facts

-8
b

a hobbit)—lived i

i
;

IS5 a—a

;
0

means

i
i

Language Model Prompt

A hobbit lived in a hole.
Holes are called hobbit-holes.
Hobhit-holes are comfortable.
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Architecture

- Document Knowledge Graph
o 3
o = In a hole in the ground there lived a a hobbit
(U] 2 hobbit. Not a nasty, dirty, wet hole, filled X ot lived n
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KG facts

Original Text The age distribution was 6% aged 0—4 years, 14% aged 5-15 years, 4% aged 16-19 years. ..

KG Fact [head:4% // relation:aged // tail:16-19 years]
GPT-3 Verbalized | 4% of the population aged 16-19 years.
Original Text ...Milo then leads his friends towards the Valley of Sound, where they meet ... Dynne, a monster

made of smoke.
KG Fact [head:a monster // relation:made // tail:of smoke]
GPT-3 Verbalized | The monster was made of smoke.

Original Text As the two men eat borscht, a red Russian soup made of beets, Rainsford praises his host’s . ..
KG Fact [head:the two men // relation:eat // tail:borscht]
GPT-3 Verbalized | The two men ate borscht.
Original Text Perez gets injured and decides to stay behind . ..
KG Fact [head:Perez // relation:stay // tail:behind]
GPT-3 Verbalized | Perez stayed behind.
Original Text Kovrin is restless and does not sleep much, but he talks a great deal . ..
KG Fact [head:Kovrin not // relation:sleep // tail:much]

GPT-3 Verbalized | Kovrin doesn’t sleep much.

Table 3: Examples of original document text, knowledge graph facts extracted from the text, and the corresponding sentences
generated by GPT-3 via few-shot learning. Note that GPT-3 is capable of recovering meaning found in the original text but not
the knowledge graph (e.g. the word “population™ in the first example, which is implied in the original text and omitted in the
knowledge graph).
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Experiments

A2o== GPT-2, GPT-3, XLNetZ AtE6t0] QAL Story CompletionE &

| F-SQUAD, LF-QUOREFZH= MZ2 HIOIHAICZ EHIt
- AEL Y 1166.3)H E2 (ROCStories: 535 avg tokens)

LM | Method | LF-SF1 | LF-QF1 LM Method BLEU | PPL

GpT.2 | Traditional Prompts 3-1* 24.0 Gpr.o | Traditional Prompts | 0.0620 | 2.42

Our Pipeline 18.6 254 Our Pipeline 0.0622 | 2.24%

GPT-3 | [raditional Prompts | - 1.7 ) 224 Traditional Prompts | 0.0643* | 10.93

Our Pipeline 20.0%* 25.7 GPT-3 L

— Our Pipeline 0.0455 | 10.89

XLNet Traditional Prompts 6.6 14.1 Traditional P T 0.0306% L6l
Our Pipeline 12.9% 18.5% X[ Net | radiional rrompts | G :

Our Pipeline 0.0254 | 1.56%

Table 1: Results of question answering experiments de-
scribed in Section 4.1. LF-S and LF-Q are LF-SQuAD and
LF-QUOREEF respectively. F1 scores in this context measure
the precision and recall between bag-of-words tokens used
in a human-written and predicted answer. Bolded scores are
better and * indicates a significant result (o = 0.01).

Table 2: Results of story completion experiments on the
Sparknotes dataset described in Section 4.2. Bolded scores
are better (higher for BLEU, lower for PPL) and * indicates

a significant result (o = 0.01).
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Module Analysis

S £40] JH B0l L= 22t

- Selection

- Response

-> oY HAINIA JHY B2 &0 EE D}

AKX [HE

= ':U#IOHH; S £240] HO X
e gl=factsE HE=HI =2

Verbalizing 2== AABI0I EE=

S KIot= AHHICI HIZ0| =2 BJOE IJEHE.

- selected factsE GPT-3JF AAHzt
ot= HFE0IA LLMO| XA & sHAt o=
Z2t JIs2 ot= JIsOLE A2
ZItoteE A< 202t sHA

100

75

50

Modular Performance of QA Pipeline

= |F-SQUAD == LF-QUOREF
-:‘«'C.-'E'I ‘Q\é\ Q@q" 'Q\{;\ ”;}{\Qb & {.\:;a
& F o & & < &
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Introduction

GPT-4, DALMQQF S LLMZ 282 Oloiot ] 2iei=l SEE Hd6t= =20 R 22
OFKIEE AFZAIRIO] A2 AE0| ZUHE LS, ZE AHMIC| input Token imitationE &= 0tot= SHAIJE U=

ASER0| ZOIH context MEE Ees] Q6101 LLMOI 20 29817
> LLMO| #3522 =1}

> QEJLE

> HHE I} EOKs SES 4

imited input length =NIE oiZ0otJ| I8, O1& &=

memory mechanismOl LI [ACLY, OFHRE &= OI%E E*I mulﬂ hop $ Oﬂﬁ h|sTory A0
odiz= A=

- historyC| HE AxotEl FEZ HESHK %S

- memoryQl EE L4 [, 8= £~ /U= Vector similarity calculationOil Q1

= =20l A= DBE symbolic memory= &6th= framework®! ChatDBZE NIQf
- Chain-of-Memory(CoM)E H &8I0 S&et multi-hop === O] EHIC| T 2| §IAfo = ZoH



ChatDB

Input Processing Chain-of-Memory Response Summary
Step, Step, Stepy
U Prompt =aace g Prompt
self » [LMs — e —— LLMs —Output
In pUt delete data successfully Summarize
INSERT/UPDATE/ ‘
SELECT/DELETE !
Executlon of SQL Statements
| 1 James Smith 823450 1 apple 15 1 MssFrash 623081 mfi@gmal com
| 2 Emiy  Johnson 823451 2 orange 24 %6 2 FreshEruit 623082  fig@gmall.com
B Sarah  Brown = 823452 3 poar 12 92 3 GlobalFrut 623083  gfi@gmml,com
) L wake_flems. T Y purchacas
e ld custerree 8 vale_date tota peca e v n:.n sty okt erchane_han 6 purchase Wi quarty_purchased Perchaun s wugphec 4 perchass_dne tea cout |
1 1 2023-01-02 a8 1 1 3 2 100 1 20230101 150
) 2 2023-01.02 60 2 1 2 3 2 2 2 100 2 2023-01-01 240
3‘ 2 ¢ 2023-01-03 5.1 i 3 2 3 5 3 3 3 | 100 3 2023-0101 120

Symbolic Memory: Database @

Figure 2: ChatDB framework. The red arrow lines represent the process flow of chain-of-memory, indicating the
connection between multiple memory operations. The red arrow lines between database tables represent the reference
relationships between primary keys and foreign keys, which start from primary keys to foreign keys. Only the first four
columns of each table are shown for brevity. This example showcases the process of returning goods purchased on
2023-01-02 by a customer with the phone number 823451.
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Comparison

with previous memory-augmented LLM

Table 1: Comparison with prompt-based memory and matrix-based memory.

Type Model Memory format Supported operations Memory storage Memory execution Interpretability State tracking
. Symbolic storage Insert, Delete ' ' )

Symbolic ChatDB (e.2.. database) Update, Select Structured Symbolic High Yes

Prompt-based Auto-GPT Content and its Insert, Select Semi-Structured Non-Symbolic Normal No

vector embeddings
Memory tokens/

Matrix-based RMT .
memory matrices

Read, Write Semi-Structured Non-Symbolic Low Yes

Prompt-based memory:
- contextE M&SH, refrieval B2E AFEH0] 911 CHelr I A1it=l past interaction@l
contentE 20t 012 21 22O prompt= At

Matrix-based memory:
- addifional memory fokens or memory matricesE llZ 2= &
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Evaluation

WA B2 E =16 JI=6H]

Meloh= AlLEIL

- Il BEEs
Al=d0l&d0h= gl

HIOIEMIE

EE—H A= ]_—L:ijg O|‘5|—

bOJHC| 2= ME

- IFHOIOIEHWM BEE
ZMot= 22 2NIEH
multi-hop =20
LRotHHE 2N
Crst HolE2 4

ChatDB vs. ChatGP T

(a) Purchasing goods: the shop purchases goods from suppliers.

(b) Selling goods: customers buy goods from the shop

Record: We restocked our store on 2023-01-01 with a new supply of fruits
1 ‘ABC’ (abc_sup@example.com, 10080). The purchased guantities

Begin to interact with the external database (symbolic memory).
Stepl: Insert supplier ‘ABC" if not exists

INSERT INTO suppliers (supplier_name, contact_number, email)
SELECT 'AEC", '10080', "abc_ supfexample.com'

WHERE NOT EXISTS (SELECT 1 FROM suppliers WHERE supplier_name
= = "ABC');

Step2: Insert fruit (set the selling price to NULL and stock guantity to 0) if not
exists

INSERT INTO fruits (fruit_name, selling price, stock_gquantity,
s fruit_type, shelf_ life)

SELECT 'cherry', NULL, 0, NULL, NULL

WHERE NOT EXISTS (SELECT 1 FROM fruits WHERE fruit_name =

—+ 'echerry');

Step3: Insert purchase

INSERT INTO purchases (supplier id, purchase date,
— total_cost)

VALUES ((SELECT supplier id FROM suppliers WHERE

“+ supplier name = 'ABC'), '2023-01-01', 24 » 0.8);

Stepd: Insert purchase item

INSERT INTO purchase_items
“+ gquantity_pi ased, cost_per_item, item_total_cost)
VALUES ((SELECT MAX(purchase_id) FROM purchases), (SELECT
— fruit_id FROM its WHERE fruit_name = 'cherry'), 24,
=3 0.8, 24 » 0.8);

(purchase_id, fruit_id,

Step3: Update the stock quantity of cherry

UPDATE fruits
SET stock_quantity = stock_guantity + 24
WHERE fruit_name = 'cherry';

Step6: Update the selling price of cherry if given new selling price

UPDATE fru
SET selling_price = 1.3
WHERE fruit_name = 'cherry';

Step2: Get all the fruit_id and quantity_sold for this sale, replace <sale_id> with
the results from the previous queries

SELECT fruit
WHERE sale_id =

Database

Record: A sale was made on 2023-01-02 to ‘Bob Smith’ (contact det:
123-456-7893, bobh.smith@example.com). The items purchased were 9 kg
apple, 4 kg cherry.

ChatDB:

Begin to interact with the external database (symbolic memory).

Stepl: Insert customer "Bob Smith’ if not exists

INSERT INTO cu
— email)
SELECT 'Bob', 'Smith', '123-456-7883',

omers (£irst_name, last_name, phone_number,

<+ 'bob.smith@example.com'
WHERE NOT EXISTS (SELECT 1 FROM customers WHERE phone_number
< = 1123-456-7893');

Step2: Insert sale

INSERT INTO sales
VALUES ((SELECT

(customer_id, sale_date, total price)
stomers WHERE phone_number

— = '123-456-7893'), '2023-01-02', (SELECT selling_price
—+ FROM fruits WHERE fruit_name = "apple'} + % + (SELECT
—+ selling price FROM fruits WHERE fruit_name = 'cherry') «
— 4);

Step3: Insert sale item

INSERT INTO sale_items (sale_id, fruit_id, quantity_scld,

< price_per_item, item_total_price)
VALUES ((SELECT MAX(sale_id) FROM sales), (SELECT fruit_id
«—+ FROM fruits WHERE fruit_name = "apple'}, 9, (SELECT
—+ selling price FROM fruits WHERE fruit_name = 'apple'}, fruit sold in this sale, replace <quan-
~+ (SELECT selling_price FROM fruits WHERE fruit_name = 3 it
the previous queries
~+ ‘'apple') *+ 9),
((SELECT MAX (sale_id) FROM sales), (SELECT fruit_id FROM
«+ fruits WHERE fruit_name = 'cherry'), 4, (SELECT ty + 10 [<quantity sold>]
—+ selling price FROM fruits WHERE fruit_name = 'cherry'),
<+ (SELECT selling_price FROM fruits WHERE fruit_name =
s ‘'cherry') » 4); 9

Stepd: Update the stock quantity of apple and cherry
place <sale_id> with the results from
UPDATE fruits

SET stock_guantity = CASE
WHEN fruit_name = 'apple' THEN stock_guantity - 9
WHEN fruit_name = 'cherry' THEN stock_quantity - 4 id> with the results from the previous
ELSE stoc

END

WHERE fruit_name IN ('apple', 'cherry');

le_id>];

_quantity

9 (<sale

da>1;

(d) Changing prices: modify the price of the goods.

Record: On 2023-01-05, the sale price of pear in the store was changed to
1.6 dollar per unit.
ChatDB:

Begin to interact with the external database (symbolic memory).
Stepl: Update the selling price of pear

d FROM sale_items

UPDATE fruits
SET selling_price = 1.6
WHERE fruit_name = 'pear';
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Evaluation
- ChatGPT prompt

Suppose you are a fruit shop manager and good at analyzing history records.

The fruit shop newly opened on January 1, 2023. Given the history records for the fruit shop in January 2023, which
include customer names, transaction dates, fruit prices, quantities purchased, and whether the items were returned, you
need to answer some questions.

By default, exclude the sales transactions that have been returned when performing calculations.

Here are the historical records of the fruit shop, which are arranged in chronological order based on the occurrence
time, surrounded by triple backticks:

AN

{records}

AN

Based on the history records, answer the question about the fruit shop:
{question}

Figure 4: Prompt for ChatGPT to answer questions in the Fruit Shop Dataset. The placeholders “records”™ and “question™
will be replaced by specific details when it is actually used.
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Evaluation

Model

ChatGPT
ChatDB (ours)

Hard All

1/35  11/50
28/35 41/50

Easy

10/15
13/15

Accuracy

22%
82%

(a) Question: What was the total revenue for January 20237

ChatGPT:

To calculate the total revenue for January 2023, we need to sum up the revenue
zenerated from each sales transaction. We can use the following formula to
calculate the revenue for each transaction: revenue = quantity * selling price
We also need to exclude the sales transactions that have been returned. Based on
the history records, the following sales transactions have been returned:

- Alice Smith on 2023-01-17 - Bob Smith on 2023-01-05 |

Therefore, we need to exclude these transactions when calculating the total
revenue. Here is the calculation for each sales transaction:

- Bob Smith on 2023-01-02: (9 kg * 3.8 USD/kg) + (4 kg * 1.3 USD/kg) = 39.1
USD [WRONG]: calculation error, should be 39.4

ChatDB:
Begin to interact with the external database (symbolic memory).
Stepl: Calculate the total revenue for January 2023

SELECT SUM(total_ price) AS total_revenue
FROM sales

WHERE sale_date »= '"2023-01-01" AND sale_date < "2023-02-01";
Database response:

707.0

- Sue Davis on 2023-01-02: 1 kg * 3.8 USDvkg=380USD .
- Bob Smith on 2023-01-05: (5 kg * 1.8 USD/kg) + (2 kg * 3.0 USD/keg) + (6 kg
* 2.8 USD/kg) = 47.6 USD [WRONG]: calculation error and this transaction has
heen returned.

.| [WRONG]: most of the sale transactions are calculated incorrectly.
[STOP]: Because it exceeds the maximum token length.

ChotDBIt M H 52 3= 2 ChaotGPTEL 80| HOLICE A2 2

ChatGPTE= 22 2Rl= & ZELE multi-hop reasoningOlLt etor AMOI 2ot A 222 & = = EY
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Evaluation

(b) Question: Which day in January 2023 had the highest revenue?

Model

ChatGPT
ChatDB (ours)

Easy Hard All

10/15 1/35  11/50
13/15 28/35 41/50

Accuracy

22%
82%

ChatGPT:

To calculate the revenue for each day, we need to sum up the total sales for that
day (excluding any returned items) and multiply by the selling price. We can
then compare the revenue for each day to determine which day had the highest
revenue.

Here is the breakdown of sales for each day:

- January 2: 9 kg apple at 3.8 = 34.2, 4 kg cherry at 1.3 =5.2, 3 kg cherryat 1.3 =
3.9, 3 kg orange at 2.1 = 6.3, total sales = 49.6 [WRONG]: should be 43.2

-January 4: 2 kg apple at 1.5=3, 4 kg pearat 1.6 =64, 7 kg cherry at 1.3 =9.1,

total sales = 18.5 [WRONG]: should be 27.9

- January 5: 5 kg cherry at 1.9 =9.5, 10 kg orange at 1.8 = 18, 1 kg cherry at 1.9
=1.9,1 kg grape at 3.2 = 3.2, total sales = 32.6 [WRONG]: should be 83

- January 6: 3 kg apple at 1.5 =4.5, 10 kg grape at 3.2 = 32, total sales = 36.5
[WRONG]: should be 29.4

- January 7: 4 kg pear at 1.6 = 6.4, total sales = 6.4 [WRONG]: should be 37.2

- January 8: 6 kg peach at 3 = 18, total sales = 18 [WRONG]: should be 21.6

.| [WRONG]: most of the daily revenues are calculated incorrectly.
[STOP]: Because it exceeds the maximum token length.

ChatDB:
Begin to interact with the external database (symbolic memory).
Stepl: Calculate the total revenue for each day in January 2023

SELECT sale_date, SUM(total_price) AS revenue

FROM sales

WHERE sale_date BETWEEN 'Z2023-01-01" AND '2023-01-31"
GROUP BY sale_ date;

Database response:

Fom—————————— e ———— +
zale_date revenue |

Fmm o ————— +
2023-01-02 43.2 |
2023-01-04 27.9 |

|

Fom +

Step2: Find the day with the highest revenue

SELECT sale_date, SUM(total price) AS revenue

FROM sales

WHERE sale_date BETWEENW '2023-01-01' AND '2023-01-31°
GROUP BY sale_date ORDER BY revenue DESC LIMIT 1;

Database response:

b e +
sale_date revenua |
Fmm o ———— +
2023-01-30 119.7 |
Fmm o ———— +




Model

ChatGPT
ChatDB (ours)

Hard

1/35
28/35

All

11/50
41/50

Easy

10/15
13/15

Accuracy

22%
82%
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(c) Question: What was the average weight of fruit per sales transaction in January 20237

ChatGPT: To calculate the average weight of fruit per sales transaction, we need
to first identify all the sales transactions in January 2023 and calculate the total
weight of fruit sold in those transactions. Then, we can divide the total weight by
the number of sales transactions to get the average weight per transaction.

Here are the sales transactions in January 202 3:
- Bob Smith on 2023-01-02: 9 kg apple. 4 kg cherry
- Sue Davis on 2023-01-02: 1 kg apple
- Bob Smith on 2023-01-05: 5 kg orange, 2 kg peach, 6 kg pear |[WRONG]: this
transaction has been returned.
- Sue Davis on 2023-01-05: 5 kg pear, 10 kg orange, 1 kg cherry
- Alice Smith on 2023-01-05: 5 kg cherry

.| [WRONG]: not find out all valid sale transactions.
To calculate the total weight of fruit sold, we can add up the quantities of each
fruit sold in the above transactions:
- Apples: 16 kg - Cherries: 12 kg - Oranges: 10 kg - Pears: 18 kg - Kiwis: 12 kg -
Grapes: 18 kg - Bananas: 27 kg - Strawberries: 7 kg - Peaches: 9 kg - Plums: 8
kg
The total weight of fruit sold in January 2023 is 127 kg, [WRONG]: Ii should be
278. Even according to the calculation above, the total should be 137, not 127.
To calculate the average weight per sales transaction, we need to divide the total
weight by the number of sales transactions. There are 18 sales transactions in
January 2023, [WRONG]: It should be 28 valid sale transactions in total. so the
average weight [STOP]: Because it exceeds the maximum token length.

ChatDB:
Begin to interact with the external database (symbolic memory).
Stepl: Calculate the total weight of fruit sold in January 2023

SELECT SUM(si.quantity_sold) as Database response:

— total weight TS +
FROM sale_items si | total_weight |
JOIN sales s OM si.sale_id = s.sale_id R — +
WHERE s.sale_date BETWEEN '2023-01-01" | 278 |
—+ ANMD "2023-01-31"'; e +

Step2: Count the number of sales transactions in January 2023

. Databas EpOnSe:
SELECT COUNT (DISTINCT s.sale id) as nase response

— num_sales

FROM sales s

WHERE s.sale_date BETWEEN '2023-01-01"
— AMD '"2023-01-31';

Step3: Calculate the average weight of fruit per sales transaction in January
2023, replace <total_weight> and <num_sales> with the results from the previous
queries

Database responsa:
SELECT 278 [<total_ weight>] / 2B
—+ [<num sales>)
as avg_weight_per_sale;
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