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Method

175 seed tasks with
1 instruction and
1 instance per task
+0 =
L »o -

*0 -
+0 -

Step 4: Filtering

Step 2: Classification

Task Pool Step 1: Instruction Generation Task Identification
- -
LM , ]
Instruction : Give me a quote from a LM
famous person on this topic.
Step 3: Instance Generation
. ) . i . _ ) R Yes
Instruction : Find out if the given text 1s in favor of or against abortion.
-
Class Label: Pro-abortion ' Ay
Input: Text: I believe that women should have the right to choose whether or not Output-first LM
they want to have an abortion.
Instruction : Give me a quote from a famous person on this topic. w No

Input: Topic: The importance of being honest.

Output: "Honesty 1s the first chapter in the book of wisdom." - Thomas JeffersonJ Input-first




Method

 Step 1: Instruction Generation

[:_] yizhongm{/self_instruct Public J:l. Maotifications ? Fork 339 ﬂ? Star 2.9k -

{> Code (%) Issues 9 19 Pull requests () Actions [ Projects @ Security |~ Insights

[ % main ~ self-instruct / data / seed_tasks.jsonl (& Go to file
Come up with a series of tasks:
&) yizhongw release seed tasks. 4ec2975 .7 months age  +o) History
Task 1: {instruction for existing task 1}
| Code | Blame 175 lines (175 loc) - 188 KB Raw (O & [0 Task 2: {instruction for existing task 2}
1 "1 "seed_task_@", "name": “breaskfasi_suggesticn”, "instruction”: "Is there anything I can eat for a break TaSk 3' {1nStrUCtlon for eXJ'Stlng taSk 3}
2 : "seed_task_1", "name": "antonym_relation”, "instruction": "What is the relation betwsen the given pair: Task 4: {1nstruct10n for eXlStlng task 4}
3 "seed_task_2", "name": "one_sentence_description”, "instruction™: "Generate & one-sentence description . . . . .
CEruesien " o onemsentence descr Task 5: {instruction for existing task 5}
4 "seed_task_3", "name": "harmful_stersotype_example"”, "instruction™: "Describe & situation in which the R . R .
5 : "seed_task_4", "name": “emzil_subject_generation”, "instruction®: "Generats en appropriate subjective 1 Ta-Sk 6: {lnStrU-Ctlon for eXlStlng taSk 6}
6 ": "seed_task_5", "name": “interview_guestion_answering”, "instruction": "How do you answer this question TaSk 7: {1nstruct10n for eXlStlng task 7}
7 "seed_task_6", "name": "new_vear's_resolutions”, "instruction™: "Brainstorm & list of possible New Yeas . . . .
8 ¢ "seed_task_7", "name": “idiom_meaning”, "instruction”: "Explain the fellowing idiom to me, and try to ¢ TaSk 8 * {1nStrUCtlon for eXlStlng taSk 8}
9 ': "seed_task_8&", "name": “english_haiku_generation”, "instruction": "Generate & haiku using the following TaSk 9:
i@ 1 "seed_task_9", "name": "movie_recommendation”, “"instruction”: "Recommend a movie for me to watch during
11 "seed_task_18", "name”: "game_suggestion”, "imstruction”: “Suggest some games that can be plaved by a ¢
12 : "seed_task_11", "name”: "grocery_list", "instruction": "Make & grocery list for a healthy meal.", "insi
13 ":; "seed_task_12", "name": "explain_behavior®, "instruction®: "Explain human's behavior.", "instances": [-
14 "seed_task_13", "name”: "dependency_parsing”, "instruction": "Dependency parsing for the sentence. Outp
15 : "seed_task_14", "name”: "question_answering_generation_from_facts", "instruction": "Using the facts giv
16 : "seed_task_15", "name": "analogy_completion®, "instruction": "To make the pairs have the same analogy,
17 fidm: "zeed task TR™. "name”: "medicine suegestian”. "instruction”: "Given a desrrintion af the svmnfom. ddes



Method

« Step 2: Classification Task Identification

Can the following task be regarded as a classification task with finite output labels?

Task: Given my personality and the job, tell me if T would be suitable.
Is it classification? Yes

Task: Give me an example of a time when you had to use your sense of humor.
Iz it classification? No

Task: Replace the placeholders in the given text with appropriate named entities.
Is it classification? No

Task: Fact checking - tell me if the statement is true, false, or unknown, based on your
knowledge and common sense.
Is it classification? Yes

Task: Return the S5N number for the person.
Iz it classification? No

Task: Detect if the Reddit thread contains hate speech.
Is it classification? Yes

Task: To make the pairs have the same analogy, write the fourth word.
Is it classification? HNo

Task: Given a set of numbers, find all possible subsets that sum to a given number.
Is it classification? No

Task: {instruction for the tarpget task}




Method

« Step 3: Instance Generation (Input-first Approach)

Come up with examples for the following tasks. Try to generate multiple examples when possibla.
If the task doesn’t require additional input, you can gemerate the output directly.

Task: Which exercises are best for reducing belly fat at home?
Output :

+ Lying Leg Raises

+ Leg In And Out

+ Plank

+ Side Plank

+ Sit-ups

Task: Extract all the country names in the paragraph, list them separated by commas.

Example 1

Paragraph: Dr. No is the sixth novel by the English author Ian Fleming to feature his British
Secret Service agent James Bond. Written at Fleming's Goldeneye estate in Jamaica, it was
first published in the United Kingdom by Jonathan Cape in 1858. In the novel Bond looks into
the disappearance in Jamaica of two fellow MI6 operatives who had been investigating Doctor
No. Bond travels to No's Caribbean island and meets Honmeychile Rider, who is there to collect
shalls. They are capturad and taken to a luxurious facility carved into a mountain. The
character of Doctor Neo, the son of a German missionary and a Chinese woman, was influenced by
Sax Rohmer’s Fu Manchu stories. Dr. HNo was the first of Fleming’s novels to face widespread
negative reviews in Britaim, but it was received more favourably in the United States.

Output: English, British, Jamaica, the United Kingdom, German, Chinese, Britain, the United
States.

Task: Converting 85 F to Celsius.
Output: B5°F = 25.44°C

Task: Sort the given list ascendingly.

Example 1

List: [10, 92, 2, 5, -4, 92, 5, 101]

Output: [-4, 2, 5, 5, 10, 92, 92, 101]

Example 2

Input 2 - List: [9.89, 10, -5, -1000, 5e6, 999]
Output: [-1000, -5, 9.99, 10, 999, Ses]

Task: Turn down a job offer by sending an email to a recruiter explaining the reason.

Output: Hi [Recruiter],

Thank you so much for the generous offer to join your team. As we discussed, I've admired the
company for a number of years, and am a proud endorser of its products. However, after further
consideration of where I currently am in my career, I've decided to accept an offer at another
company.

I would love to stay in touch with you and have already started following you on [Social Media
Platform]. Again, thank you so much for your time and consideration.

Thanks again,

[Your Name]

Task: {Instruction for the target task} 7



Method

« Step 3: Instance Generation (Output-first Approach)

Given the classification task definition and the class labels, generate an input that
corresponds to each of the class labels. If the task doesn’t require input, just generate the
correct class label.

Task: Classify the sentiment of the sentence into positive, negative, or mixed.

Class label: mixed

Sentence: I enjoy the flavor of the restaurant but their service is too slow.

Class label: Positive

Sentence: I had a great day today. The weather was beautiful and I spent time with friends.
Class label: Negative

Sentence: I was really disappointed by the latest superhero movie. I would not recommend it.

Task: Given a dialogue, classify whether the user is satisfied with the service. You should
respond with "Satisfied" or "Unsatisfied".

Class label: Satisfied

Dialogue:

- Agent: Thank you for your feedback. We will work to improve our service in the future.

- Customer: I am happy with the service you provided. Thank you for your help.

Class label: Unsatisfied

Dialogue:

- Agent: Sorry that we will cancel your order. You will get a refund within 7 business days.
- Customer: oh that takes too long. I want you to take quicker action on this.

Task: Which of the following is not an input type? (a) number (b) date (c) phone number (d)
email address (e) all of these are valid inputs.
Class label: (e)

Task: {instruction for the target task} 8




Method

« Step 4: Filtering
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SELF-INSTRUCT Data from GPT3

statistic

# of instructions 52,445
- # of classification instructions 11,584
- # of non-classification instructions 40,861

# of instances 82,439
- # of instances with empty input 35,878

ave. instruction length (in words) 15.9

ave. non-empty input length (in words) 12.7

ave. output length (in words) 18.9
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Experiments

Model # Params ROUGE-L
Vanilla LMs
T5-LM 11B 25.7
GPT3 175B 6.8
Instruction-tuned w/o SUPERNI
@ TO 11B 33.1
GPT3 + TO Training 175B 37.9
@ {OPTsurmsr (Ours) 175B 39.9
C InstructGPT,, 175B 40.8
Instruction-tuned w/ SUPERNI
Tk-INSTRUCT 11B 46.0
@ CGPT3 + SUPERNI Training 175B 49.5
GPT3gg, ysr + SUPERNI Training (Ours) 175B 51.6

Table 3: Evaluation results on unseen tasks from Su-
PERNT (§4.3). From the results, we see that (1) SELF-
INSTRUCT can boost GPT3 performance by a large mar-
gin (+33.1%) and (2) nearly matches the performance of
InstructGPT,,. Additionally, (3) it can further improve
the performance even when a large amount of labeled
instruction data is present.
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Limitation

 Tail phenomena
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Approach

e Evol-Instruct
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Approach

* In-Depth Evolving

- Add Constraints, Deepening,
Concretizing, Increase Reasoning,
Complicate Input2 &AM S&5tL
Oz Ea2= s A0l =87 Y

* In-Breadth Evolving

- FX|, Task 2| SHY A CtAor E&E
| |

OtEL Z{0] SEY

=]
=

I want you act as a Prompt Rewriter.

Your objective is to rewrite a given prompt into a more complex version to make those famous AI systems
(e.g., ChatGPT and GPT4) a bit harder to handle.

But the rewritten prompt must be reasonable and must be understood and responded by humans.

Your rewriting cannot omit the non-text parts such as the table and code in #Given Prompt#:. Also, please
do not omit the input in #Given Prompt#.

You SHOULD complicate the given prompt using the following method:

Please add one more constraints/requirements into #Given Prompt#

You should try your best not to make the #Rewritten Prompt# become verbose, #Rewritten Prompt# can only
add 10 to 20 words into #Given Prompt#.

‘#Given Prompt#’, ‘#Rewritten Prompt#’, ‘given prompt’ and ‘rewritten prompt’ are not allowed to appear in
#Rewritten Prompti#

#Given Prompt#:

<Here is instruction.>

#Reuritten Prompti#:

I want you act as a Prompt Creator.

Your goal is to draw inspiration from the #Given Prompt# to create a brand new prompt.

This new prompt should belong to the same domain as the #Given Prompt# but be even more rare.

The #Created Prompt# must be reasonable and must be understood and responded by humans.

‘#Given Prompt#’, ‘#Created Prompt#’, ‘given prompt’ and ‘created prompt’ are not allowed to appear in
#Created Prompt#.

#Given Prompt#:

<Here is instruction.>

#Created Prompt#:

The LENGTH and difficulty level of the #Created Prompt# should be similar to that of the #Given Prompt#.

16



Approach

The process of plant photosynthesis is commonly written as:
6C02 + 6H20 - C6H1206 + 602
Please explain the main role of chlorophyll in above formula.

Please fill in the table below with the approximate
values of the speed of light in each medium.

Medium Speed of light (km/s)
Air

In-Breadth Evolving

import math

import random
P Complicate Input (Table)

# choose a random integer between 1 and 10
x = random.randint(1, 10)

1/(math.sqrt(x) + xA2) =? | How many times faster is light ' ' How is the speed of light in a
. than sound in a vacuum? | | vacuum measured and defined? |
Complicate Input (Code) Increase Reasoning Deepening
1/(sqrt(2) + 472) =? What is the speed of light in a vacuum?

Complicate Input (Formula) In-Breadth Evolving

If you have one apple and someone
gives you another banana, how
many fruits do you have?

Add Constraints Concretizing

In what situation does _ 141=2? What is the value of x,
1+1 not equal to 2? Deepening - Increase Reasoning if XxA3 + 2x + 3=77?

Initial Instruction

17




Approach

« Elimination Evolving
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Experiments

 Baselines

- ChatGPT
- Alpaca

- Vicuna

o« WizardLM
- W|zardLI\/I% |3._F
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Experiments

» Testset

- 21874 9| Instruction= A& A=A CHsE AZ0F CHRF

Of

FEHO| =S Ao A &

r

Q nlpxucan/WizardLM Public Q Motifications % Fork 327 97 Star 4.6k -

<» Code (&) Issues 101 11 Pull requests () Actions [ Projects (U Security |~ Insights

(Y % main ~ WizardLM / WizardLM / data / WizardLM_testset.jsonl Q Gotofile
&
' nlpxucan Add files via upload ce0d433 - 2 months ago @ History

| Code | Blame 218 lines (218 loc) - 79 KE Rew [ & [2
1 {"idwx": 1, "sSkill"™: "Math*, "Difficulty": 1, "Instruction": "If a car travels 128 miles in 2 hours, what is if
2 "Skill™: "Math", "Difficulty”: 3, "Instruction”: "If x + y = z and ®x * y = z, then what is x - y =
3 "Skill™: "Math", "Difficu "Instruction”: "If 1+ 4 =5, 2 +5 =12 and 3 + 6 = 21, then wh:
4 "Skill™: "Math", "Instruction”: "What is the area of & rectangle with length 12 or
5 "Skillv: "Instruction”: "f(x)} = 6x"2 - 2* x + B.4, so f{4) ="}

6 "Math, "Instruction”: “"Consider the differential eguation dy/dx = 3(y -
7 "Skill™: "Math*, "Instruction”: "Find the limit of (sin x)/x as x approaches @"}

8 “Skill™: "Math", "Instruction”: "Find the antiderivative of g({x) = 6x - 9"}

g9 G, "Skill": "Math", "Instruction”: "Find the absolute maximum and minimum values of

18 1@, "Skill™: "Math", "Difficulty": 5, "Instruction®: "Solve the differential equation dy/dx = 2Zxy witt
11 11, "Skill™: "Math", "Difficulty": &, "Instruction®; "Find the egquation of the normal line to the curm
12 12, "Skill™: "Math". "Difficulty": 2, "Instruction®: "Find the area of a circle with radius 5 cm"}

20
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Experiments

« Human evaluation

The annotators then judge which response is better from five aspects:

(1) Relevance: Assessing the model’s ability to correctly interpret the semantic meaning of the context
and questions.

(2) Knowledgeable: Whether the model can accurately use various and detailed knowledge for
problem-solving.

(3) Reasoning: Assessing the model’s ability to execute correct reasoning processes or devise valid
reasoning concepts to solve problems.

(4) Calculation: Evaluating whether the model can perform accurate mathematical computations of
the provided formulas in the domains of math, biology, chemistry and physics.

(5) Accuracy: Evaluating whether the model can perform correctly in the corresponding for a given
instruction.

21



Experiments

« Human evaluation

(a) Evol-Instruct testset (b) Vicuna testset (¢) Evol-Instruct high-difficulty

22




Experiments

« GPT-4 automatic evaluation

100%

_16%

78% 78%

87% 86%

92% 92% 92% 91% 91% 91% 89%
g
§
o
£
~
Skills

o PR 2T 07% - 96% 96% g5

101% 100%

120%
100% -
80%1{
60%
40%
20%
0%

1d9O3eyd / 9L-W1p4ezim

23



Korean WizardLM

OfOF BfLCt.

HOF &f

)

2
=

BiLIC M=2E FESHAH K20l Ot At

tH, HS0| Ef2{Xo| 1 2E2{S mtX|

)

S
=3
Kk
=1
e
T
of

xXO =H-=|
== 30

2SS SHOF BhLiCt.

HOF ELICt.

s

A =
skE=

HOF BfLICt.

=L

H

gfuct. of

Ha S mEtof

3

2

HH MO

a

Regenerate response

o

— 5y A I

2 xtT71

HOILF ZFxE

24



[_LARGE LANGUAGE MODELS CAN SELF-IMPROVE

Jiaxin Huang'* Shixiang Shane Gu?> Le Hou?" Yuexin Wu? Xuezhi Wang?
Hongkun Yu® Jiawei Han'

L University of Illinois at Urbana-Champaign 2Google

1f9iaxinh3, hanj}@illinois.edu ?{shanegu, lehou, crickwu,
xuezhiw, hongkuny}@google.com

;’, ' latural _anguage
35 ~rocessing
£ Artificial Intelligence

7| 1o CH =}l

KOREA UNIVERSITY




Introduction

- AR QRO REBI0) AAZ ALNSICEMN FE SEHE SIAZE = UKD, LLMS
fine-tuningst?| 2o A= &=Lt supervisionO

o W2tetol 02| 74 7t

o] H 44 o &
222 WE LS, 222 S 25 SgotAL

—Er M7t =0 X|H 0
A S 23l OF ot =X|

QEAIE QALSHA|, CoTE PromptZ AFESHY 02 predictions
ajority \ Voting= AHE *HH =2 confidencel| prediction=Et &
LLMZ fine-tuning®

o
S
Q |
_O,_|'
|-J
HUZHF

- 0| =20 A= unlabeled HO|E{AITtO 2 | MO] self-improving® &= A2 EO0F

26



Method

e Overview

. Input
: h ( haiaiaieiaiei N
Q: John buys 20 cards and 1/4 are Aloxis 108 _@ ‘ Q: .
uncommon. How many uncommon oars old A | CoT examples !
cards did he get? ( Y — T A
- Q: ... How old is Alex?
A: John gets 20 * 1/4 = 5 uncommon Alex’s age is in the A
cards. The answer is 5. Ereen—— middle of 8 and 10. L
| CoT examples ! Model |< Alexisi9years old. | .- ‘ ‘I |, ~ 7] |Q:... How old is Alex?
, I ' 1 8+10)/2 = 9. A: Let’s think step-by-step.
Q: Amy is 10. Jake is 8. Alex’s age is -nge ans)wer is/ol ) Py eer
right in the middle. How old is Alex? Majority Output:
A: mm e . : ( )
\ Training-set questions or ! k b Voting ... (8+10)/2=9 ... answer is 9.
 self-generated questions | PR
Multiple path ... Alex is 9 years old ...
decoding \
Self-training Mixed formats of selected reasoning paths



Method

« Generating and Filtering Multiple Reasoning Paths

Question: Stefan goes to a restaurant with his family. They order an appetizer that costs $10 and
4 entrees that are $20 each. If they tip 20% of the total, what is the total amount of money that
they spend?

Multiple Path Decoding:

Output 1: The appetizer costs $10. The entrees cost $20 each so in total 4 * $20 = $80. This means
the total cost is $10 + $80 = $90. They tip 20% of it, so the total amount they spend is $90 * 1.2

= $108. The answer is 108.

Output 2: The appetizer costs $10 and the entrees are $20 each. There are 4 entrees so the sum is
$20 * 4 = $80. The waiter gets 20% of the total. 20% of $80 is $80 * .2 = $§16. The answer is $80
+ $16 = $96. (Incorrect reasoning path)

Output 3: The appetizer costs $10. The entrees cost 4 * $20 = $80. The tip is 20% of the total, so
it is 20% of the $90 they have spent. The tip is 0.2 * 90 = $18. The total they spent is $90 + $18
= $108. The answer is 108.

28



Method

 Training with Mixed Formats

Question: Amy is 10 years old. Jake is 8 years old. Alex’s age is right in the middle. How old is Alex?
Selected Chain-of-Thought: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of
Amy and Jake, so Alex 1s (8 + 10 ) /2 =9 years old. The answer 1s 9.

Mixed-formats of training data:

Format 1: Input: [CoT prompting examples] + ‘\n’ + [Question] + ‘\n’ + ‘A’

Output: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of Amy and Jake, so Alex
is (8 + 10)/2 =9 years old. The answer i1s 9.

Format 2: Input: [Standard prompting examples] + ‘\n’ + [Question] + ‘\n’ + ‘A’
Output: The answer is 9.

Format 3: Input: [Question] + ‘\n’ + ‘A: Let’s think step by step.’
Output: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of Amy and Jake, so Alex
is (8 4+ 10)/2 =9 years old. The answer is 9.

Format 4: Input: [Question] + ‘\n’ + ‘A~
Output: The answer is 9.

29
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Method

« Generating Questions and Prompts

* Question Generation

- 7|& Question & 7 E random2 2 {EISII input promptE random =A{E concat
St 20, ¢10f 20| {22 Question= MHSI=E &

* Prompt Generation

- Question} “A: Let's think step by step."& &7 inputd Z&siA], 210{ Z=O|
reasoning pathE Y8t =
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Experiments

« Experimental Setup

* Dataset

- Arithmetic reasoning: GSM8K, DROP
- Commonsense reasoning: OpenBookQA, ARC-c
- Natural Language Inference: ANLI, ANLI-A2, ANLI-A3

* Models, Training settings and Hyperparameters

- Pretrained LM: PaLM-5408B

- Data Sampling: DROP(5k), ANLI-A2/A3(5k)
- Learning rate: 5e-5

- Batch size: 32
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Experiments

 Result

Prompting Method GSM8K DROP ARC-c OpenBookQA ANLI-A2 ANLI-A3

Previous SOTA 82.3¢ 84.9° 88.7¢ 91.0¢ 64.94 66.0¢

Standard-Prompting 17.9 60.0 87.1 84.4 55.8 55.8

w/o LMSI CoT-Prompting 56.5 70.6 85.2 86.4 58.9 60.6

Self-Consistency 74.4 78.2 88.7 90.0 64.5 63.4

Standard-Prompting 32.2 71.7 87.2 92.0 64.8 66.9

LMSI CoT-Prompting 73.5 76.2 88.3 93.0 65.3 67.3

Self-Consistency 82.1 83.0 89.8 94.4 66.5 67.9

Self-training data AQUA SVAMP StrategyQA ANLI-A1 RTE MNLI-M/MM
w/o LMSI - 35.8 79.0 75.3 68.8 79.1 72.0/74.0
LMSI GSM8K + DROP + ...  39.0 82.8 77.8 79.2 80.1 81.8/82.2
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Experiments

* Result
Results on GSMSK
Standard Prompting CoT Prompting
w/o LMSI 17.9 56.5
LMSI w/o CoT formats 23.6 61.6
LMSI 32.2 73.5
Questions used Results on GSMSK
for Self-Training CoT-Prompting  Self-Consistency
w/o LMSI - 56.5 74.4
LMSI Generated Questions 66.2 78.1
LMSI Training-set Questions 73.5 82.1
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Experiments

e Result
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Results on GSMSK
8 billion 62 billion 540 billion
w/o LMSI 5.0 29.7 56.5
Distilled from LMSI 540 billion 334 57.4 -
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Experiments

» Result
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