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Today's paper

« Question Generation

- Question Generation 91717} 2M4s| O| R X| 1 =0 = H| ™ 2SHOF 2nt?
- 18E + U= resources= FARNN?

Generative Language Models for Paragraph-Level Question Generation

Asahi Ushio and Fernando Alva-Manchego and Jose Camacho-Collados
Cardiff NLP, School of Computer Science and Informatics, Cardiff University, UK
{UshioA, AlvaManchegoF, CamachoColladosJ}@cardiff.ac.uk



Today's paper

 Fact Verification

AS2| A0 £l = St context £0|A O{EA| FHeltot HF pointE &2 & U=21?
- Fact verification taskZ2 ™28t & Q)= AZ2 frameworkE O{EH| LAISH 2 Q1 27)}?

- MZ2 frameworkZ0]| question generation2 &8¢ 4= QU271?

Varifocal Question Generation for Fact-checking

Nedjma Ousidhoum™* Zhangdie Yuan®* Andreas Vlachos
Department of Computer Science and Technology
University of Cambridge
ndo24, zy317,av308@cam.ac.uk

Generating Literal and Implied Subquestions
to Fact-check Complex Claims

Jifan Chen Aniruddh Sriram Eunsol Choi Greg Durrett
Department of Computer Science
The University of Texas at Austin
jfchen@cs.utexas.edu




Why should we refer this paper?

Generative Language Models for Paragraph-Level Question Generation

Asahi Ushio and Fernando Alva-Manchego and Jose Camacho-Collados
Cardiff NLP, School of Computer Science and Informatics, Cardiff University, UK
{UshioA, AlvaManchegoF,CamachoColladosJ}@cardiff.ac.uk

« Valuable resource for question generation

- Resource for training: Benchmark dataset, Fine-tuned model 25 &1
- Resource for research: Multilingual, Multidomain AA2] A LHE 24
- &= QG taskO|A2] domain, language's 1afAtst X2



Preliminary knowledge

Generative Language Models for Paragraph-Level Question Generation

paragraph

Dante Gabriel Rossetti, was an English poet, painter, and member of
the Rossetti family. He founded thq Pre-Raphaelite Brotherhood
1848 with William Holman Hunt and John Everett Millais. Rossetti
( was later to be the main inspiration for a second generation of artists

Task of generating a question given an input context consisting
of a document, a paragraph or a sentence, and an answer where
the question is anchored

and writers influenced by the movement, most notably William
Morris and Edward Burne-Jones.

R cntence answer

l = inputQF CHUSH 210]0| textIt AFRE 2 U 1 textE &25}0]
A
T

o |_ =
HHot questionE TTEE= 10| QG| =HE &

What was founded by William Holman Hunt and John Everett Millais ResearCh QUEStiOI’I: O|E|_‘| El' i l' Settmgo'” &II%OEI- 4‘ %E QGE
in1843? Of | I 4 Qlenf?

Figure 1: Overview of paragraph-level QG. - B =50| M3 nojntl




Introduction

* Problem setting: We need standardized approach for QG

- QG taskOl|M backbone 222 O{H PLME X &H{OF sH=X|0f| CHSt 7|F 2HEt
- Automatic evaluation0f| AF2E|= BLEU, METEOR, ROUGES| 2&2/40|| L3t o|&

- MEZ LCHE input2 AFRSHE QG RS0 CHSH H|w Al 1=

* Contribution
- BZ3HE H|mE 98t Multilingual, Multidomain QG-Bench Ci|O]E{All |2t

- T5, BARTE 0|23t input length, input domain, input languaged] [[t2 A& At X2
- Automatic evaluation, Manual Evaluation 22t& 25 X|&ot Felofet 2M K=

- 5 X|J k| et 242 S8l 7|& Automatic evaluation X[E & ®2|0[2t X[ H, otHH S XAl



QG-Bench

Data size Average character length

(train/valid/test) (para./sent./ques./ans.) ° D eta | |S
SQuAD 75,722/10,570/ 11,877 757/ 179/59/ 20
SubjQA HIO|E{ SAl
- Book 637/92 /191 1,514/ 146/28 /83 l01E &4
- Elec. 697 /99 /238 1,282 /129 /26 / 66 - paragraph, sentence, question, answer
- Grocery ~ 687/101/379 896 / 107 /25 /49 _ L &AL . st olo
- Movie 724 /101 /154 1,746 /146 /27 / 72 answer= g sentence 0] |0 )5
- Rest. 823/129/136 1,006 /104 /26 /51
- Trip 875/ 143 /397 1,002 /108 /27 /51 _
SQuADSHI English dataset

u 1Its
- Amazon 3,295 /1,648 /4,942 773/ 111 /43 / 18 - SQUAD (single domain)
SO T - SQuADSHts (muli domain)
- A . . . N L
- Reddit 3,268 /1,634 /4,901 774/ 116 /45/19 - SQUADS2f text style2 SOt {22 domain0i ol o= H|0[E
Multilingual QG - SUbJQA (mU|t| domam)
-Ja 27,809/ 3,939/ 3,939 42417213216 - SQuADZ2f text styleO| CFE A Q1 A2} 10j Ciot EHH0| ZLahE O|o[EAl
- Es 77,025/ 10,570/ 10,570  781/122/64/21
- De 9,314/2204/2204  1,577/165/59/66
- Ru 40,291/5,036/5,036 754 174/ 64 /26 Multilingual dataset
- Ko 54,556 /5,766 /5,766 521/81/34/6 _ _ _
It 46,550/ 7,609/7,609  807/124/66/ 16 Japanese: JAQUAD, Korean: KorQuAD
- Fr 17,543 /3,188 /3,188  797/160/57 /23 - German: GerQuAD, French: FQUAD
- Russian: SberQuAD, Spanish: Spanish SQUAD
Table 1: Statistics of of all datasets integrating into our - |talian: Italian SQUAD
question generation benchmark after unification. 3



Model

? ? ? ? E [“translate English to German: That is good."

"cola sentence: The
course is jumping well."

"Das ist gut.”

Bidirectional E> Autoregressive
< Encoder Decoder

f "summarize: state authorities
dispatched emergency crews tuesday to
A B E <S> A B C D survey the damage after an onslaught

of severe weather in mississippi..”

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino

is grazing in a field."

"six people hospitalized after
a storm in attala county."”

BART

15

Training
- English: BART, T5 2 At
- Multilingual: mBART, mT5 At

mput: = lc1,...,<h1> a1,...,qa),,<h1> ... c]

[CLS] The Super Bowl 50 was played at [HL] Santa Clara, California [HL] .

Output: question sentence 9



Experimental setup

Evaluation Metric

Sl au i GG (pdisaph b + N-gram base metric: BLEU4, METEOR, ROUGE-L
Pal'agf'al’h * Model base metric: BERT score, MoverScore
QG model g
Ablation Setting
Answer-aware QG (sentence-level  Model Input

« Pargarph-level, Sentence-level, Answer-free
« Domain Adaptation
* In-domain fine-tuning,
zero-shot transfer from SQUAD,
Answer-free QG in-domain + SQUAD fine-tuning

paragraph I

G model . .
Q Manual Evalautaion (human evaluataion)

5007H2| cased| CH3H 5H2| annotator=0| ™2} (2[HE 3™ HE)
« Answerability : whether question can be answered by given input
« (Grammaticality: grammatical correctness

« Understandability: whether question is easy to be understood
10

Figure 2: Input variations of QG models.




Experimental result 1: main result

Model B4 R-L MTR BS MS
mT5gmarr.  21.65 4895 2383 90.01 62.75

Model Param B4 R-L MTR BS MS

NQG (Du et al.) 30M 12.28 39.75 16.62 - -
UniLM (Dongetal.) 340M 2278 51.57 25.49 - -
UniLMv2 (Baoetal.) 110M 24.70 52.13 26.33 - -

English

. S mTSsvann 1631 3139 2639 8427 6249
PI‘DphEtNe[(QI etal.) 340M 2391 52.26 26.60 - - g mT5pAsE 17.63 33.02 2848 8587 64.56
ERNIE-G (Xiao et al.) 340M 25.40 52.84 26.92 - - &  mBART 18.80 34.18 29.30 87.18 65.88
BARTRAsE 140M 24.68 52.66 26.05 90.87 64.47  mTSsua 3049 5088 2903 8087 5867
BART| ArcE 400M 26.17 53.85 27.07 91.00 64.99 g mgfﬁg-;ﬂ 13";’?: gigg ggg‘; 3;; :323
TSsmaLL 60M 2440 5143 2584 9045 63.89 - m i . : )
TSk acr 2_20M 26.13 53.33 26.97 90_34 64.74 g mT5gmarL 7.37 21.93 17.57 80.80 56.79
[T5, Arce 770M 2721 54.13 27.70 91.00 65.29 E ﬂfﬁ;}* ;']”g if':; }jgg :(1);2 gz;i

] S mTSquarL 1057 2564 27.52 8289 82.49
Analysis S mTSgase 1218 28.57 20.62 84.52 83.36
¥ mBART 1092 27.76 3023 83.89 82.95
. oo =1le} CHH| @ ASt A =2 HO|
T5 A2 o] 20| BARTLHH| 22t 958 28 S mTSeva 961 2462 2271 8407 59.06
+  T5small2 &2 Oj2t0]E 0= S75110 S mTSpase  10.15 2545 2343 8447 59.62
e Sy @ mBART 9.18 2426 2295 83.58 5891
= — () o
= Esr CErs o= o g mT5svarL  0.43 1008 11.47 7990 54.
«  Multilingual A& 23} English CHE| CFHE M= mTSpase 0.87 11.10 13.65 8039 55.7
9 =2 24, 9 HE] CHE A0{0f A= S | mBART 0.75 11.19 1371 80.77 558
Ct=20 REO| He M58 He = | mT5smaL 855 28.56 17.51 80.71 56.
N g e S | mTSpase  6.14 2588 1555 77.81 545
+ 55| German, FrenchZ0| O|0|&] =7} M2 A0{0|A 4 S50| 7t ¢t £2 = | mBART 0.72 1640 7.8 7148 503




Experimental result 2: model input

Model B4 R-L MTR BS MS
g BARTpase 2197 49.70 2372 90.38 63.07
< BARTLARGe 2347 50.25 24.94 90.28 63.28
S TSsmarL  21.12 47.47 2338 89.64 62.07
Z TSgasE 2286 49.51 24.52 90.03 62.99

TSiarge  24.27 5130 25.67 90.41 63.97
_ BARTpase  23.86 51.43 25.18 90.70 63.85
° BART arce 23.86 51.43 25.18 90.70 63.85
L TSsmaL 2323 50.18 24.80 90.36 63.18
2 T5pasE 2433 51.81 25.81 90.73 64.00

TSiarGe  25.36 52.53 26.28 90.88 64.44
__ BARTpasg  24.68 52.66 26.05 90.87 64.47
S BARTLARGE 26.17 53.85 27.07 91.00 64.99
= TSsmai 2440 5143 2584 90.45 63.89
& T5pasE 26.13 53.33 26.97 90.84 64.74

TS arce | 27.21 54.13 27.70 91.00 65.29

Analysis
« Paragraph-level 2 input2 =
QGO|A| global contextE F= A

e Answer-free 320 0{L H

- = s casel| T5-large 22 para-levelQ| T5-small RREL} 5

=0 al
o] 22 L&

M 2= JR0 ot 950| 72ky 232
=

- T

(T

IO Mo o
:* OEEEI

« LC}ZFans vs sent AXH= sent vs para CHH| 2

Ol= QG taskOf|M 29| inputd| answer?t

O
=0P= 29l 3R

0x
mjo
o

= global contextE FMHA]| answer-free®t 22| &2 =0|= HPPL

kS A Ao E A

o
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Experimental result 3: manual evaluation

Model Manual Metric Automatic Metric
N Ans. Gra. Und. B4 E-L MTR BS MS
NQG 1.21 235 263 3.33 1430 33.53 B8.27 58.25

BART srce 2.70 2.89 2.93 16.15 29.93 51.35 90.95 65.44
TSemarr 251 2.83 290 13.43 27.38 48.86 90.41 64.27 &
TS arce  |2.80 2.93 2.95 17.56 30.42 52.00 90.94 66.09 | ésv“ - 018 019 02 023 021
&
§

- sent-level  2.47 291 295 14.88 27.49 48.97 90.76 64.53
- answer-free 2.46 291 295 13.62 26.82 47.37 90.20 64.00

Analysis

N
&
‘::g - 023 0.25 0.27 0.3 0.28
+  T5Llarge 2E2 37X B2t HE BR0|M 3T 72 55 EY I
5

-0.20

Additional Analysis

Manual metricZt Automatic Metric?t2| spearman AH2H2HHE 74
« AnswerabilityZ H|2|5t11= Manual, Automatic metric2+2| 4

« Answerability0| 2t5t0 METEOR, MoverScore= ACHEHO 2 =2 AH2H2HE H
«  OEgt automatic metricO| manual metric2te| 2 agreementE 46X 28

= QG taskOfl ZEgt Metric X|QF St 24 A1 Z40| E A '



Conclusion & Insights

 Conclusion

- T2 QG task £30f| K23+ QG-Bench H|0|E{Allnt BART, T5 7|8 QGEE S X0t
2 A
=

- SXH QG taskO|A E=st

F A
— O

Ao 2 M SYY (Multilingual, Automatic Metric &)

Insights

- LC}Z2 taskOl|A AFRE|S H|0|E{AMIS X|CHSH St 80 A
- X QGOIM JHs 3t HT BESH RS SAl0] 2

—

St problem settingdi| 2| &

0

s
i

M

rr
o
MO

|0

ZM 0| taskof| 280Xt

—_

D& 017104 A related worksOf| 2 E0{L =2

L

Fot= £2 reference =&

Otl= ALXE0A 2 =&
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Why should we refer this paper?

Varifocal Question Generation for Fact-checking

Nedjma Ousidhoum™ Zhangdie Yuan® Andreas Vlachos
Department of Computer Science and Technology
University of Cambridge
ndo24, zyv317,av308@cam.ac.uk

« QG in fact verification domain

- QG7I QALIe| =HQINIM O{EH HEE £ J=X[0f &4t insightE = =&
- Bt IHC| contextO]| CHoHA| LYot IO 2 H
- HIEHO| noveltyECt MO HQHE & Mzdt =&
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Introduction

Problem setting: Solving paradox of QG in fact verification

- Fanetal.(2020)0f =M WEXN|Z S & I claimt 2HEHE questionE2 & B9
HAEUCE
- HEO|XMS2ZE questions “d-got= QGE 0[0f HEdlE + US
- 20| YEHE0l Answer-aware QG settingS AFESH|0fl= 2X|7F =X

At2tO| fact checkingOfl ZoHE|=

- Claim@tof| answer= GA|H O = EX{SHA| @10 fact checker=0| ZF0toFat CHAQIG|

HEA answer §10| question= Mde 4~ U272

Contribution

- Claim 2| focal point& F&310{ claim % 50| 223t questionS 43t
- XN|9tSt Varifocal REo| )g HDAISS E8) =0
- 443t question?| EE& human evaluationg S3hA EE

Varifocal 2 & |9t

A|ZEO]

16



Model

p
Miss Uni - 2017 ->

Who is Miss Universe Guyana

2017?
o /' . B
Miss Universe Guyana 2017 arrested at Va I'IfDCEIl -
London Heathrow airport with 2 t. cocaine -* How much cocaine was
kilograms of cocaine. QUES ion seized from London Heathrow
Generation Airport in 20177
Date 11/15/17
Source states-news.com Model
. J

p
V 11/15/17 -> Where was Miss
Universe Guyana arrested in 20177

Figure 1: The architecture of Varifocal. We use a dependency parser to extract the different focal points, i.e. spans,
then generate questions based on them. We rank the generated questions using a re-ranker and return the top n
questions. The example in the figure was generated by our system. We show three highlighted focal points along

with the (output) questions they led to.




Model

Facebook posts

stated on December 19, 2021 in a Facebook post

. spaCy

Focal point extractor

ABCDE
RREY:

99 | "Half a million sharks could be (Dependency parser) > <Bi<éir|l'§g'::il<;?al= [> Amgg%ngivi
vaceinern ooV : Algll ShbED
QAbrief dataset Question
Generator
: (BART)
o _—
=| . z
Generated

Question set

Re-ranker

18




Dataset : QABrief Dataset

"' Joe Biden
'- 4 stated on December 16, 2022 in a speech

Says he has been to
“Afghanistan, Iraq and
those areas” twice as
president.

AFGHANISTAN IRAQ FOREIGN POLICY A2 JOE BIDEN

Despite his claim, Joe Biden has not
visited Afghanistan or Iraq as
president

IF YOUR TIME IS SHORT

* Joe Biden has not visited Afghanistan or Iraq while
president.

See the sources for this fact-check

President Joe Biden mentioned his travels through war zones
and the Middle East during a summit about veterans health
care at the Delaware National Guard headquarters.

The facility is named for Biden's late son Beau, who served in
Iraq with the Guard.

"I’ve been in and out — not as a, obviously, combatant — but

in and out of Afghanistan, Iraq and those areas, 38, 39 times,"

he said Dec. 16. "Not as president; only twice as president."

FALSE ‘

POLITIFACT
TRUTH-O-METER™

[ 3

y

fact-checking

article

Human Question Generation

2020 EMNLP main accepted

B~

Fact Verification domain0f| X&35}7| 2|t
QA C|O|E{ Al

Data collection

« DATACOMMONS, MULTIFCO{|A
claims £=&

« Annotator2 0|23l claimlf
fact-checking article0| Z=0{Z! I}
guestion generation

«  MME| questionzt AH28H= answerZ
HAMTIS 0|83t 7|

L ) gy x

19



ataset : QABrief Dataset

Train Number of Claims

Number of QA Pairs

Valid Number of Claims

Number of QA Pairs

Test Number of Claims

Number of QA Pairs

5,897
Why
18,281 iy

1,431
500 o
1,456 57%

Wh
500 DOZ'; —| No Answer £4% B.4%

Who—— ‘I

Distribution of

: : Which— First
Avg Number Questions/Claim 3.16 8.6% Question Word
Avg Number Words in Questions ~ 10.54
Avg Number Words in Answers  43.56 How 2% Extractive 220%,

Table 1: Statistics of QABRIEFDATASET

Figure 4: Question and Answer Types

Abstractive —\’

— What Distribution of
38.4% Answer Types

The Earth moves closer to
CLAIM o
the Sun every year.

How does the Earth rotate around the Sun?
Earth orbits the Sun at an average
distance of 149,60 million km (92.96 million
mi), and one complete orbit
takes 365.256 days (1 sidereal year)

How close is the Earth to th
The Sun is at an av ce of
about 93,000,000 miles (150 million

kilometers) away from Earth.

How does the distance between the Earth and the

Sun change over time, from year to year?
But Takaho Miura of Hirosaki University in Japan
and three colleagues think they have the
answer. In an article submitted to the European
journal Astronomy & Astrophysics, they argue
that the sun and Earth are literally pushing each
other away due to their tidal interaction. [...]

The Ninth Circuit has an

CLAIM
overturned record close to 80%.

What is the Ninth Circuit?
The graph displays courts in: Alaska, Arizona,
Central District of California, Eastern District of
California, Marthern District of California [...]
What is a court overturn?
to disagree with a decision made earlier
by a lower court

In the United States, what's the average

overturn rate of a court circuit?
the median reversal rate for all federal circuits
for the same time period was around 70 percent

What percentage of Ninth Circuit rulings

are averturned?
The study found that the Ninth Circuit's
decisions were reversed at a rate of 2.50 cases
per thousand, which was by far the highest
rate in the country,

The United States is the oldest

CLAIM .
democracy in the world.

When was democracy invented?
The term "democracy" first appeared in ancient
Greek political and philosophical thought in the
city-state of Athens during classical antiquity.

When did the United States become a country?
The United States of America was created
on July 4, 1776, with the Declaration of
Independence of thirteen British colonies.

What are some of the oldest

democracies in the world?
Ancient Athens wasn't really a country in the
modern sense. It's also not around anymore [...]
when we're talking about democracy today,
we're really talking about universal suffrage. [...]
Using this specific criteria, there is only one
country with continuous democracy for more
than 200 years (The United States) [...]

Figure 3: Examples of QABriefs in QABRIEFDATASET

2020 EMNLP main accepted

Fact Verification domain0f| X&35}7| 2|t
QA C|O|E{ Al

Data collection

« DATACOMMONS, MULTIFCH|A
claims £=&

« Annotator2 0|23l claimlf
fact-checking article0| Z=0{Z! I}
guestion generation

o MME= quest|on 1} H80H= answerE

o
FAHATIS 0| 85I 27|

=
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Experimental

Train Number of Claims
Number of QA Pairs
Valid Number of Claims

5,897
Why
18,281 iy

500 When —|
TN

Number of QA Pairs 1,431 Poes —— ol o hnswer —
Test  Number of Claims 500 s — '

Number of QA Pairs 1,456 . o Distril?it.l:iton oF T —what Distribution of
Avg Number Questions/Claim 3.16 Wh';g%_ Question Word s Answer Types
Avg Number Words in Questions ~ 10.54
Avg Number Words in Answers  43.56 How 2% Extractive 220%,

Table 1: Statistics of QABRIEFDATASET

setup

Figure 4: Question and Answer Types

The Earth moves closer to

CLAIM o
the Sun every year.

How does the Earth rotate around the Sun?
Earth orbits the Sun at an average
distance of 149,60 million km (92.96 million
mi), and one complete orbit
takes 365.256 days (1 sidereal year)

How close is the Earth to the Sun?
The Sun is at an average distance of
about 93,000,000 miles (150 million
kilometers) away from Earth.

How does the distance between the Earth and the
Sun change over time, from year to year?
But Takaho Miura of Hirosaki University in Japan
and three colleagues think they have the
answer. In an article submitted to the European
journal Astronomy & Astrophysics, they argue
that the sun and Earth are literally pushing each

The Ninth Circuit has an

CLAIM
overturned record close to 80%.

What is the Ninth Circuit?
The graph displays courts in: Alaska, Arizona,
Central District of California, Eastern District of
California, Marthern District of California [...]
What is a court overturn?
to disagree with a decision made earlier
by a lower court

In the United States, what's the average
overturn rate of a court circuit?
the median reversal rate for all federal circuits
for the same time period was around 70 percent
What percentage of Ninth Circuit rulings
are averturned?
The study found that the Ninth Circuit's
decisions were reversed at a rate of 2.50 cases
per thousand, which was by far the highest
rate in the country,

The United States is the oldest

CLAIM .
democracy in the world.

When was democracy invented?
The term "democracy" first appeared in ancient
Greek political and philosophical thought in the
city-state of Athens during classical antiquity.

When did the United States become a country?
The United States of America was created
on July 4, 1776, with the Declaration of
Independence of thirteen British colonies.

What are some of the oldest

democracies in the world?
Ancient Athens wasn't really a country in the
modern sense. It's also not around anymore [...]
when we're talking about democracy today,
we're really talking about universal suffrage. [...]
Using this specific criteria, there is only one
country with continuous democracy for more
than 200 years (The United States) [...]

Figure 3: Examples of QABriefs in QABRIEFDATASET

Evaluation Metric
« BLEUZ2, BLEU4, chrF, METEOR,
ROUGE-1, ROUGE-2, ROUGE-L, TER

Manual Evalautaion (human evaluataion)

500712 cased| CH3H 52| annotator=0]| B2t

(2[AHE 38 HE)

* Intelligibility : whether question is fluent

» Clarity: clear enough to be answered
confidently using a search engine

* Relevance: only related to the mentioned
entities

» Informativenes: whether question helps to
fact-check the claim

21



Experimental result: automatic evaluation

System BLEU-2 BLEU-4 chrF METEOR ROUGE-1 ROUGE-2 ROUGE-L TER
BART 25.63 11.83 37.25 31.57 33.66 14.02 33.34 0.804
wh-BART 21.88 10.54 40.1 33.62 29.97 13.19 29.46 0.8697
SQuAD 25.85 11.95 38.60 30.67 32.70 13.63 31.84 0.809
Varifocal 29.98 15.17 41.12 34.84 37.27 17.64 36.77 0.755

| Varifocal+Meta 30.18 15.54 43.17 37.02 38.19 18.37 37.59 0.764 |

Table 1: Automatic evaluation results on the QABriefs test set. For all scores higher is better except for TER.

Analysis
- BART: QABriefsQ| claim, golden question= [SEP]C 2 L&A YEHOZ EZ
- wh-BART: & 2&0|| What, Why, How 52| 2|2F2 £ question= A5t
- SQUAD: SQUAD H|0|E{2 HX pretraining 8t F|0fl QABriefZ fine-tuning

- L2 SQUADOIA answer& ArE0ot= 20| OF ! e I EXH focal pointsE CHl AHE
- Varifocal: SQUAD pretrain + X{|QF &l

- Varifocal + Meta: SQUAD pretrain + X|QF BI'*H + meta O|O|E| input2 2 7}

£ £ forcing
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Experimental result: manual evaluation

Avg I C R Info
Gold 097 091 079 1.72
SQuAD 083 084 077 1091
BART 0.85 0.76 0.67 1.49
Varifocal 097 094 093 233
Varifocal+Meta 093 091 0.89 2.10

Table 2: Average of intelligibility (I), clarity (C), rele-
vance (R), and informativeness scores per system based

on our human evaluation.

* Analysis

- BE 250|M X|oFst EH VarifocalO| 7}

AN =0 HAS
O T OT=

B Uninformative [l Weakly Informative Potentially informative
Informative
Varifocal
Varifocal+Meta

BART

SQuAD

0 125 25 a7.5 50

# guestions

Figure 2: The distribution of informativeness scores
across the different systems. Brighter means better.

29

- Cl2FinformativenessO|A inter annotator agreement= 2 (0.26)

23



Conclusion & Insights

 Conclusion

- QG= fact verificationof| M gstz{n gL

- Fact verification domain0f|M 2|218H= answer-free 2X|& X838}11Xf focal pointsE AtE

* |imitations

- Focal points& F=03t= O|0f| the5| dependency parserE Aot 1 0| ] E Ho|X| 4=

oo

- claimO}C} focal points2| ZH4+E normalizing SHX| &S
p g

- focal points?t2| RS 1 2{5HX| 84S
=

- AlIX| fact verification| A X|QFet QG| £|= classificationdf =20 = &~ =X & HSSHX| &

o e HO| B2 V0|22 3£ HAZ FHIoP| F2 FA

LS1— L—

(=13
=
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Why should we refer this paper?

Generating Literal and Implied Subquestions
to Fact-check Complex Claims

Jifan Chen Aniruddh Sriram Eunsol Choi Greg Durrett
Department of Computer Science
The University of Texas at Austin
jfchen@cs.utexas.edu

« Sub-questions help with fact verification!

- &X fact verification2| naivedt M-S HHO{LI= 0}0|C|0{Q} QIAIO|EE HA|St= =2
- EXSHT AAHQl contextE B2 sentencett?| claimOf|A] literal, implied sub questiong &2 HIO|EAIS X|35t= =
- AIH| subquestionS input2 2 & [f retriever?| A5 At ZLHE preliminary experiment 2 S st

MO
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Preliminary knowledge

Generating Literal and Implied Subquestions
to Fact-check Complex Claims

____________________________________________________________________

Verdict Prediction

Claim Evidence ; i

Detection Retrieval Justification Production

-

Figure 2: A natural language processing framework for automated fact-checking.

Evidence-based Fact-verification NLP system2| 2142 471X E=2 14 &

Claim Detection: 0%l 220 250| 2R3HX| 6&F =el - Lot AL
Evidence Retrieval: claim2 X|X| (support) 22 Htef (refute)e £ U=
Verdict Prediction: ZA4=l evidenceE 0|86} claimd| CHat X|Z THH XIaH
Justification Production: claim THE 0| R0{| CHet generationI&t

N~
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Introduction

« Problem setting: prediction doesn’t explain much for fact checking

Claim

Joe Biden stated on August 31, 2020 in a speech: "When I was vice
president, violent crime fell 15% in this country. ... The murder rate
now is up 26% across the nation this year under Donald Trump."

_ QlI: Did the crime rate fall by 15% during ‘/
S Joe Biden's presidency?
5 02: Did the murder rate in 2020 increase

by 26% from 2019? v

< 93: Is Biden comparing crime rates from

half-true
2 the same time interval in his statement? X

Aggregation

o
E 04: Is violent crime rate and murder rate x
directly comparable?

| —_— evidence per |
retrieval — |[|=—=| —— .

subquestion

(Proof-of-concept: from justification doc)

Judgment:

CtS claim| fact checking 2212} half-truegtd LIS I,
fi|= F=25| ofH Fo| AHAo|| 55t TIMIXIE & 4~ GiCt

1) claim| B3 AFY= sub-question@ E £86
2) 2t sub-questionE fact checking= TliotCHH
3) 1 ZE FEE 0 25 25 2SOl 4 UCh

— o
= H=
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Introduction

Claim

Joe Biden stated on August 31, 2020 in a speech: "When I was vice
president, violent crime fell 15% in this country. ... The murder rate
now is up 26% across the nation this year under Donald Trump."

_ QlI: Did the crime rate fall by 15% during ‘/
S Joe Biden's presidency?

5 02: Did the murder rate in 2020 increase

c
o
by 26% from 2019? v £\ Judgment:
. . . o
< 93: Is Biden comparing crime rates from x :dn half-true
2 the same time interval in his statement? >
j= %
E 04: Is violent crime rate and murder rate x
directly comparable?
| —_— evidence per |
retrieval — || =| —— .
subquestion

(Proof-of-concept: from justification doc)

Problem setting: prediction doesn't explain much for fact checking

Contribution

claim= 2%t contextE sub-question@ 2 £5l{ot
ClaimDecomp Ci|O]|E{All X{|Qt

- literal, implied sub-question25 X|A|

- 2} sub-question2 yes, noZ CHEO| 7Hs%t question
X|9tet sub-question= retriever?| input2 2 A2 Q|
DG M SEAF A2 1|2

- ME2 fact verification framework H& JtsAd QFA|
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Dataset Construction

Claim: A Facebook post stated on January 31, 2021: “Nancy Pelost bought $1.25 million in Tesla stock the day before Joe Biden
signed an order “for all federal vehicles” to be electric.”

Justification: An image shared on Facebook claims that Nancy Pelosi bought $1.25 million in Tesla stock the day before Biden
signed an order for all federal vehicles to be electric, implying that she sought to profit from inside information about new
government policies. The House speaker did report transactions involving Tesla stock, but the post misrepresented the purchases
and Biden’s policies to create the false impression that the transactions represented improper insider trading in Tesla shares.

Annotation: Question Answer Question Source

Were the stock purchases improper insider trading? No ClaimQ  Justification @

Does the executive order Biden signed require all federal vehicles to be electric? ~ Unknown Claim@ JustificationO

Did Nancy Pelosi buy 1.25 million Tesla stock the day before Joe Biden signed an

order about electric vehicles? Unknown Claim®  Justification O

Figure 2: An example of our annotation process. The annotators are instructed to write a set of subquestions, give
binary answers to them, and attribute them to a source. If the answer cannot be decided from the justification para-
graph, “Unknown” is also an option. The question is either based on the claim or justification, and the annotators
also select the relevant parts (color-coded in the figure) on which the question is based.

PolitifactO|A] s=&et claim2t justification (article)O| =0{X|H

1. yes-no 2E0| 7}5%t question A
2. Mot questiond| CHSE answer 7Y (yes, no, unknown)
3.

g%t g
MM question?| &X B7| (claim, justification)
29



Dataset Analysis 1

Claim: “When President Obama was elected, the market crashed ... Trump was up 9%, President Obama was down
Domain  14.8% and President Bush was down almost 4%. There 1s an instant reaction on Wall Street.”
Question Type | # Questions | R1-P R2-P RL-P knowledge Question: Did Obama cause the stock market crash when he was elected? (Domain knowledge of whether the
(38.8%) stock market is correlated with the election. )

the]fa] | 2.15 |_0.56 0.30 0.47 Context  Claim: With voting by mail, “you get thousands and thousands of people ... signing ballots all over the place.”
Implled 1.02 0.28 0.09 0.22 — (37.6%) Question: s there a greater nsk of voting fraud with mail-in ballots? (Need to know the background that the claim

is about the potential risks of mail-in ballots.)
Table 4: Number of ql_leS[iOIlS of each type per claim Implicit  Claim: Nancy Pelosi bought $1.25 million in Tesla stock the day before Joe Biden signed an order “for all federal
and their lexical overlap with the claim measured by ;’;“(‘“;fj% gh‘“i'fs' “"Nb‘f E]t‘;““t“' ourchases i insicer trading? (The claim implies this purchase is insider trading.)
. . h.5% uestion: Were the stock purchases improper insider trading? (The claim implies this purchase is insider trading.

ROUGE-1, ROUGE-2, and ROUGE-L precision (how - : P PP hadiled . :

. . . . Statistical Claim: “No other country witnesses the number of gun deaths that we do here in the U.S_| and it’s not even close.”
many n-grams 1n the question are also in the Clalm)' rigor Question: [s the United States the country with the the highest percentage of gun deaths? (Highest number of gun

(7.1%)  deaths does not entail highest percentage of gun deaths.)

Figure 4: Four types of reasoning needed to address subquestions with their proportion (left column) and examples
(right column). It shows that a high proportion of the questions need either domain knowledge or related context.

1. 285742| sub-question0i| {3t £A
- 1HQ| claim™ HAXMO = 2912 Literal questionz} 1702| Implied question x|

2. Implied question typed]| CHS 2

- Domain Knowledge: claim0j| et domain-specificet knowledge(politics, legal )7F &72! question
- Context: claim2| background knowledge, context?} =7 question

- Implicit meaning: claim0j| &A=l LIS 21X| 12 4=l question

- Statistical rigor: claim0i| HM|A[El SAH| =X|0f| LTt SHA4S AT question .



Dataset Analysis 2

Claim: The group With Honor stated on September 10, 2018 in a TV ad: Kentucky Rep. Andy Barr “would let shady
payday lenders take advantage of our troops™ and that he took “$36,550 from payday lenders.”

CLAIMDECOMP Fan et al. (2020)
o Has Barr received $36,550 from payday lenders? o What are Payday lenders?
9 Did Barr vote for legislation that would weaken restrictions helpful background but not precisely about claim

for payday lenders? @) What's the maximum amount you can get from payday lenders?

Are there any protections for service members using payday useful context but not directly about claim

lending services?
9 What percentage of US troops use a payday lender?

e Has Barr's voting record directly affected protection for useful context but not directly about claim

veterans against payday lenders?

Figure 5: Comparison between our decomposed questions with QABriefs (Fan et al., 2020). In general, our
decomposed questions are more comprehensive and relevant to the original claim.

Fact-checking claimOf| Cigt QGE St= QAbriefs H|O|E{AIl2tO| H| 1t

- QAbriefsQ| ZZ2 claimt 2FXQl & £0] Gi= QuestionO| W=

- QAbreifso| 22 AMA! 1 ixof B3t CHadt B20| B2 (What B R, T Fololl 2et B2 5)

- ClaimDecomp?| 3% H=E=0| claimdte| A2t d0| =11 =2F Q5= implied question0| ZX|

= QAbriefs HC} 1 E2}El ClaimDecompl| L4
e



Experimental setup

#unique  #tokens | avg. # subquestions Answer % Source % 1 : AUtO m atlc QG
Split claims perclaim | in single annotation || Yes No  Unknown | Justification Claim
Train 800 334 2.7 489 453 5.8 83.6 16.4
Validation 200 33.8 2.7 483 448 6.9 79.0 21.0 i 1
Validation-sub 50 33.7 29 452 478 7.0 90.4 9.6 2 CIaSS|f|Cat|on
Test 200 33.2 2.7 45.8 43.1 11.1

92.1 7.9
Table 1: Statistics of the CLAIMDECOMP dataset. Each claim is annotated by two annotators, yielding a total of \ . .
6,555 subquestions. The second column blocks (Answer % and Source %) report the statistics at the subquestion 3 . EV|dence Retneval
level; Source % denotes the percentage of subquestions based on the text from the justification or the claim.

ClaimDecomp H|O|E{AllE 223510 37}X| Research Question(RQ)O1| CHEH Al Tl

RQ 1: Can we automatically generate literal & implied sub-question using PLM?
— (Generation task

RQ 2: Whether answers to subquestions can be used to determine the veracity of the claim
— classification task

RQ 3: Is claim decomposition (subquestions) useful for evidence retrieving?
— retrieval task



Experimental result1: Automatic QG

sample — (]
QG-MULTIPLE ¢, N — T5 —q1[S|q2|S| ... gn QG-NUCLEUS ¢ — T5 sample —* *-“I.I.'

sample — {Jy
Model: T5-3B
Input: claim + all GT sub-questions
Output: predicted sub-question set

Model: T5-3B
Input: (claim, GT sub-question) pair
Output: (claim, predicted sub-question) pair

Analysis
Model R-all R-literal R-implied 1. Literal vs Implied
QG-MULTIPLE 0.58 0.74 0.18 - literal question0i| generationd|Al= =& Recall0| EEE|L}
QG-NUCLEUS 0.43 0.59 0.11 ) M Lhe
QG-MULTTPLE-JUSTIFY  0.8] 0.05 0.50 Implied question generation0f|A = 52 Recall
QG-NUCLEUS-JUSTIFY 0.52 0.72 0.18
2. Input Context
Table 3: Human evaluation results on the Validation- - Justification article® inputQZ FIRIE I 2= s A0 X
sub set (N=146). R-all denotes the recall for all ques-
tions; R-literal and R-implied denotes the recall for the 3. Model configuration

literal questions and the implied questions respectively. _ DE subquestion SHHO| A4AISH= MULTIPLE 50| NUCLEUS Ht& i

M50| £8 (E3] Implied QG £20]|A)
RSB



Experimental result2: Classification

Sub-question 7H& yes-no €/0| %|Z label prediction2 =
O|{&! £ QJ=X| AlH

=T M-
Proposed methods Macro-F1 Micro-Fl1 MAE - El:élg *I-Q'Ori 31'0| Ol‘LlEl‘ ZISO-le_l validation-sub -(—)-l
CIO|E{AIS TICHZ ArR S o] A
Question aggregation 0.30 0.29 1.05 IOIEAS 2 Atg = o] 23
Question aggrcgation* 0.46 0.45 0.73 |2 mpey
Random (label dist) 0.16 0.18 1.68 ©
Most frequent 0.06 0.23 1.31 1 —
Baseline V=N Zl 1[a; =
Table 6: Claim classification performance of our ques- -
tion aggregation baseline vs. several baselines on the Question aggregation *: X{XFS0| Qlo|2 mHof 2Had Q=
development set. MAE denotes mean absolute error. sub-question |2
Analysis

- TR0 3825HX| b2 question= XM|Hok= A2 OIS0 ==
- I3z 2835t T subquestions?| yes-no &2 £|Z THHEDL
El:l:-lo.lxzi ol O
= Sub-question set? 20|
_?_

%RE% THESH= 2dnt THEo| X E59|
aggregat|0n°* = A i

S A
=



Experimental result3: Evidence Retrieval

Paragraph:

1
Hypotheis
(subquestions):

Figure 6: Illustration of evidence paragraph retrieval
process. The notations corresponds to our descriptions
in Section 6. K is a hyperparameter controlling the
number of passages to retrieve.

1. Validation-supdi| CHet evidence human annotation %134
2. NLI2ZZ2 &85l sub question= supportst= evidence set retrieval

GPT-3

1) preprocess: qy — hy, 2|Z22& BMZ2E et

2) NLIZ2ZZ 0|23l 2= hy, py paire| entailment probability |4+

3) top-Kentailment probabilityE ?tX|= evidence M esyp H=
3. NLI 222 &85l sub question= refutedt= evidence set retrieval
4. support, refute'd2 | FE esyp 2| YEEE 2B 0% evidecneZ AL

Model Decomposed claim | Original
predicted  gold claim
MNLI 41.0 48.8 35.2
NQ-NLI 38.8 34.5 40.9
DocNLI 44.7 59.6 36.9
BM25 36.2 47.5 39.2

Table 8: Evidence retrieval performance (F1 score)
with the decomposed claims (from predicted and anno-

tated (gold) subquestions) and the original claim on the

Validation-sub set. A random baseline achieves 24.9 F1

and human annotators achieve 69.0 F1.

Analysis

- Sub-questiong A&SX retrievalg St= 210| claim THs
ARSI retrievaldsts HELCH HS0| £22
(DocNLI, BM25)

= QG?} 32| fact-checking framework0f] EE 4= Q=
tsd YAl



Conclusion & Insights

 Conclusion

claimZ 2] 72| sub-question2 2 255t= claim decomposition task2f ClaimDecomp H|O[E{AlZ X{|QF

- ClaimDecomp H|O|E{AllS 0|83t claim decomposition taske| &84 1} fact-checking systemOi|A|S] M JtsHE S
* Insights
- W2 Z20|o 20| o2 context?t E2E|X Q= claimE n7H2| sub-question@ £ E8H5H= AHZ 2 task KA
ot=F

- Introductiondf|AM2] 2X|X|7 |2t 0|& MEHBLY| I3t figureZt Y= Q ¢A6HAH| MIA|Z|0] introduction X %110+ 80|

= QG2 A& E M2 Fact-checking framework 72| 2|80 E|&= ¢4
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