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Overview

7|Z& 2 == small-scale, human-annotated datasets with limited variety of graph

shapes
— Graph-to-text taskOl| 201 A not more realistic large-scale open-domain settings

M€t 1: GraphNarrative H|O|E{4!l, Graph-to-Text for open-domain setting
- Finetuned Transformers’} SOTA ds& A+7! =0 7| A Hallucination =X & A

M2t 2: Trimming the sentence to eliminate portions that are not present in
corresponding graph using dependency parse tree



Graph-to-Text

Graph to text generation task entails, given a subgraph G c ¢ (a small fragment of
triples), generating a token sequence (y, , ..., y,) to describe G.

In graph-to-text generation, the preciseness and naturalness of the textual narration
of graph fragments is important.
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WebNLG, EventNarrative, TEKGEN.. &1 2 X Q1 M| &l0| OfL|H, MES| T RZ22 HEL A

— This paper introduces GraphNarrative, a new dataset that fills the aforementioned
gap between graph-to-text models and real-world needs.




GraphNarrative

Morgantown, place of birth John
West Virginia nglas

educationlinstitution

Lexington, location 6;; Creek

Kentucky High School

Born in Morgantown, West Virginia, John Douglas graduated
from Tates Creek High School in Lexington, Kentucky.

Figure 1: A graph-sentence pair in GraphNarrative

GraphNarrative consists of around 8.7 million (input graph, output text) pairs
— Wikipedia sentence

— Freebase (2008)2| entities2l relationshipsE &= 432,
- Y0l o B SESHA #+-d3M § real-worldOf| 7HZCf-.-

ex) 87271 2| I|0{, 7,9207 2| topological shapesE X| E.
shapeO|d, CtE KGO M= 94, 96% = KA.
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How to make?

Wikipedia sentence W
the corresponding subgraph G in Freebase
to form a graph-sentence pair (G, W)

Step 1. Entity Linking

Mapping a span of tokens in W to an entity e in Freebase

- 4,408,115 (one-to-one mapping)

- Using coreference resolution (McCarthy and Lehnert, 1995), wikification (Csomai and Mihalcea,
2008), and Wikipedia-to-Freebase entity mapping

Step 2. Edge Detection
if Freebase contains only one edge between them, our simple method assumes the corresponding
relationship is described in W

If Freebase has multiple edges between them, we include the edge whose label tokens overlap with
w.. 8= EORULCH? we include the edge that is most frequent in Freebase.
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1) Scale and variety of entities and relations.
- GraphNarrative contains 8,769,634 graph-sentence pairs, 1,853,752 entities, 15,472,249

triples, and 1,724 relations from 84 Freebase domains

2) Linguistic variation
- A model to learn from many Wikipedia authors’ diverse narrations

3) Graph structure complexity
- 7,920 distinct topological shapes based on graph isomorphism.
- Furthermore, only 22% of the instance graphs are star graphs
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Figure 2: 10 most frequent graph shapes in GraphNarrative,
with instance counts 8



Hallucination in G2T

Hallucination 22411
7| SOTA PLM= A L|7 47| H 2}
E2|Z0| TN B0 = M5 E=XSIX| &= (extrinsic) hallucinationO| 244

g: {(Neff Maiava, date of birth, 01 May 1924), (Neff Maiava, date of death, 21 April
2018)}
- t: “Neff Maiava (1 May 1924 - 21 April 2018) was an Albanian actor”

=H1: 4 dgtetn e o =0 Bt (Faithfulness hallucination)
=X2: f*'ol Oftl 42 TH=0] B &l (Factuality hallucination)

[ITP 2024 T}A| A A ]

Faithfulness Hallucination(or intrinsic / user input-conflict / context-conflict) : User
Input (e.g., instruction, task, retrieved knowledge, etc)0i| CHSli Al =O{ 2l HE o = Y Xt
Zat, AA 2 Mo 200l CHSH A inconsistency, instruction 20| &

Factuality Hallucination(or extrinsic / fact-conflicting): User Input2 2+ THEHSHY| 022

ME S g YL 22t S, A A2t THE W8S d-dots 20t S J
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Hallucination in G2T

GOl E E2|E|7 E¥2 F7|= &. (Data-related)

Hallucinated facts are seldom found in the clean, manually-crafted WebNLG but are present in_.automatically
extracted graph-text pairs in TEKGEN due to extraction errors.

Data-related sl £ 2 £, One is to improve our graph-text alignment method
— The graph extracted from a piece of text during alignment may miss certain entities or relationships due
to either extraction errors or disparities between the text corpus and the knowledge graph.

& X|2F, this method has an inherent limitation—since a knowledge graph in real-world is often far from
complete

7| A HEA =712

AN -

(1) further fine-tuning PLMs on WebNLG after fine-tuning on noisier automatically extracted datasets.

(2) filtering out training instances when the ROUGE-1 scores between the input and the output fall below a certain
threshold
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Sentence Trimming

Algorithm 1: Sentence Trimming

=) [ PO S

~

Input: W: A co-reference resolved Wikipedia
sentence; GG: The graph for W based on
graph-text alignment

Output: Wirim: The trimmed text sequence

M« {}

foreach (s,p,0) € Gdo

s' « s.remove(special_tokens)
o' < o.remove(special_tokens)
W « W.replace((s,o0),(s",0"))
M][s'], M[0'] «+ s,0

Wiree < W.dependency_parsing()

8 main_pos, max_pos < W.length,(
9 foreach (s,p,0) € G do

10
11
12

13

14
15
16

17

sdp < shortest_path(Wiree, 8t ()’)
foreach node € sdp do

min_pos < min(min_pos, node.start)
max_pos < max(max_pos, node.end)

Wirim < W[min_pos : max_pos]
foreach k € M.keys() do
L Wirim < Wirim.replace(k, M [k])

return Wi, im

WS subgraph GO Bl= €55 A X 5IHAM main ideat
SXe 2 A =E Trimming

1) Parsing W to generate its dependency parse tree
Wiree USINg spaCy

2) Each triple0| Ci{Si A shortest dependency path
(SDP) between s and o

3) 2= E2[E W2l sDPUM 2= EZ S0|AM sentence
W 7| Z2 E |eftmost position index (min_pos)2t
rightmost position index (max_pos)E & &

4) W A EA HEfE min_pos2t max_pos 7HA| 2| R E
XL =E trimming
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Sentence Trimming
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Figure 3: Dependency parse tree of sentence FlyBack
is an open-source Backup Software for Linux based on
Git and modeled loosely after Apple’s Time Machine.”
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W: FlyBack is an open-source Backup Software for Linux based on Git and
modeled loosely after Apple’s Time Machine.

G: {(FlyBack, software genre, Backup Software), (FlyBack,
operating_system, Linux),
(FlyBack, basis, Git)}

— Apple2} Time machine2 0|0| mapping THA| 0| A AF2tE.
SDPs: (1,2) (1,2,3,4), (1,2,5,6,7)

min_pos: Flyback
max_pos: Git

W_trim: FlyBack is an open-source Backup Software for Linux based

on Git and-modeledloosely-after Apple’s Time-Machine-

OI I:I|-I-| O| DPTE|.I:I:|

Back Software = £ 2|3t head entity
Jd2{Lt 7| M 8ot DPT= B2 MXNE| P2 AMA B EE3}




Results

ST Hallucinated | Missed | Hallucinated | Missed Grammar
Entities Entities | Relations Relations

w/o | 1.163 0.003 1.340 0.040 4.793

w/ 0.306 0.003 0.453 0.083 4613

Table 2: Human evaluation of GraphNarrative quality

HE: J2f=0f|= QiR oLt 282 2 PHE0{Zl A E|E| (Factuality Hallucination)
ME: 20| = UYLt E0||= 8l= Y E|E| (Faithfulness Hallucination)
HR: J2f =0l = i e Lt E2&0)= 2= = 24 (Factuality Hallucination)
MR: 22 Z0f|l= AR L EH0|= gl= 2A (Faithfulness Hallucination)

DA CIH OH o= A

o ol I d

- a scale of 1-5: 5 (no errors), 4 (one error), 3 (two to three errors), 2 (four
to five errors), and 1 (more than five errors).

13



Results

Model ST BLEU METEOR chrF++
all seen unseen  all seen unseen  all seen unseen
BART-base w/o 33.18 33.33 271.52 17.18 17.26 14.63 36.56 36.74 30.75
BART-base w/ 46.49 46.77 36.67 24 .43 24 .53 21.30 49.92 50.12 43.29
BAR-l-largc w/o 3235 32.48 27.56 17.45 17.53 15.07 37.12 37.29 31.58
BART-large w/ 46.04 46.18 40.98 24.35 24 41 22.17 49.69 49.85 44.72
“T5-small w/o 19.48 19.53 17.34 15.78 15.85 13.79 33.920 34.08 28.90
T'5-small w/ 43.72 43.87 38.11 23.40 23.48 21.10 48.15 48.31 42.65
“TS5-base w/o 16.89 16.95 1463 16.23 16.30 14.10 35.37 35.54 29.84
T5-base w/ 42.18 42.29 37.85 24.20 24.27 21.94 49.63 49.80 44.18
TS-large w/o 22.22 22.26 20.41 17.16 1'7.23 15.02 36.78 36.95 31.40
TS-large w/ 45.12 45.16 43.40 24.77 24.84 22.54 50.44 50.60 45.21

Table 3: Model performance on GraphNarrative



Critic-Driven Decoding for Mitigating Hallucinations in Data-to-text Generation

Mateusz Lango and Ondrej Dusek
Charles University, Faculty of Mathematics and Physics
Institute of Formal and Applied Linguistics
Prague, Czech Republic
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Overview

7| Z0{| NLI-based metrics (Honovich et al., 2021; Dusek and Kasner, 2020) 5 0f| A| text
classifiers& &%t 20| EU=.

1 2{L}, Hallucination "8 =& DetectstH L} Z1=2 re-rankingst= 20| 13,
g

Combining the probabilistic output of a generator language model (LM) with the output
of a special “text critic” classifierE H| ¢t

— Guiding the generation by assessing the match between the input data and the text
generated without any changes to the underlying LM's architecture or training
procedure

16



Critic-decoding

LM 22O ZAR=E A LA 0 Critic ' & Z=SH0] A4t
The output of the critic c can be seen as a binary variable, equal to 1 if the text matches the input data
and 0 otherwise

P(ylz,c) = H P(yily<i—1,z,c)

Generation of text 'y'= representation x2f critic cE HIE 2 = &,
Using simple probability transformations= SollA| Of2i2| =& H0| 2tE 5= =2 = AUS

P(yily<i—1,x,c) x P(cly<i, ) P(yi|ly<i—1,x)

Left: The probability of the match between the text and the data as evaluated by the critic
model

Right: The probability of a standard conditional LM 17
RSB



Critic-decoding

P(y |‘!/§z‘.— R

_ P(yi,y<i-1,2,¢)

Py i5me)
P(Clyis Y<i—1; :.IJ)P(Z,'/i|?/§i_1, :.lr)P(ySi_ 1, )

Ply<i-1:%.¢)

Flysisiz)
= P(lyci ) Plulysi-1,) pr L2
(cly<i-1.x)”

= Ploy<i, z)Pl i o) F 1

X P((ﬁf Y<i, :II)P(yl' Y<i-1, .’I_.)

i th token y=S ‘E-dot= €%, 0| EE2 (i-1) th token y7)

tX|2| 2t2 1178, the critic's score
for the previous tokens P(cly<i—1, x) is a constant (5 & &

18



Critic-decoding

Binary classifier= each decoding stepUtCt M2 =0, AT 7HX| 2| H-d 247t EFESHEE D 701 O] =
AG0f ot H7H7F O FO{ A, Critic 222 LM 22| =3 It= E”EE 2 (AR =8)
- P(clysi, x)0ll 2AHY &= = B & 2 a4 =l Additional critic model2 2832,

Implementation operates on logarithms rather than raw probabilities and uses an additional
weight A
- 1K =85 Sl M critic 222 S F ZESHY| f{otd C|ZE THAOAM ALt Bt E flE

In P(yi|ly<i—1,z,c)
x Aln P(cly<i, ) + In P(yi|ly<i-1,)

19




Critic-model Training

Positive instances for the critic’s training are constructed from examples (x, y) in the underlying LM’s
dataset as prefixes: (x, y1),(x, y<2),(x, y<3), ....(X, y<n).

Negative examples must be synthesized and are crucial for training the critic, as they teach it how to
detect that the generated text starts deviating from the input data

ik o or s S DR R EeheTa 2. base with full sentences - a sentence or a token S N e S e

from the reference is replac.ed with ra‘mdom pled from the five most probable tokens ac-
sentence/token and all possible negative ex- cording to (unconditioned) LM

"The Cruises", "The A-Rosa operated”, "The amples are generated
A-Rosa Luna located", ...

with random words

"The United", "The A-Rosa is", "The A-Rosa

"The Cruises", "The Cruises Luna", "The L B
una powers", ...

4. fine-tuned LM with full sentences — for a Cruises Luna is”, ..., "The A-Rosa operated”,
given data the NLG system generated the fol- "The A-Rosa operated is", ...
lowing output: "The A-Rosa Luna is 125.8m
long and is powered by MTU Friedrichs- 5. fine-tuned LM - the incorrect next words are
burger”, which is used to generate negative sampled from the five most probable tokens
examples by comparing it against the refer- according to data-conditioned LM
ence
"The A-Rosa Luna is 125.8m", "The A-Rosa "The A-Rosa Luna is 125.8m", "The A-Rosa
Lunais 125.8m long", "The A-Rosa Luna is Luna is SUPpliCd", "The A-Rosa Luna is
125.8m and", "The A-Rosa Luna is 125.8m powered with", ...

and is", ... 20
GGG



Results

critic model accuracy F1

1. base 0.969 0.970
2. base w/full sent. 0.984 0.975
3. vanilla. LM 0.931 0.798
4. fine-tuned LM 0.920 0.718
5. fine-tuned LM w/full sent. 0.929 0.714

Table 1: The classification performance of different

) MET BERT NLI BLEURT
decoding approach BLEU poR  Score | all ood ind all ood ind
baseline | 4509 0373 0911 | 0.841 0.783 0.889 | 0.128 -0.026 0.257
1. critic (base) 4548 0377 0913 | 0855 0.801 0901 | 0.155% 0.010% 0.277*
2. critic (base with full sentences) 4490 0371 0913 | 0.868* 0.820% 0.909 | 0.153* 0.007* 0.274
3. critic (vanilla LM) 4544 0377 0913 | 0.859* 0811 0900 | 0.139 -0.002 0.258
4. critic (fine-tuned LM) 4541 0373 0911 | 0834 0772 0886 | 0.128 -0.021 0.254
5. critic (fine-tuned LM w. full sentences) | 45.59 0.374 0912 | 0.839 0.779 0.889 | 0.136 -0.013 0.261

Table 2: Results of automatic evaluation on the WebNLG test set. NLI and BLEURT are reported for the whole test
set (all) as well as separately for its out-of-domain (0od) and in-domain (ind) parts. “*”” marks statistical significance
at o = (.05 level (NLI: exact test for proportions, BLEURT: unpaired t-test).
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Results

| BLEU METEOR BERTScore | NLI BLEURT

baseline | 11.74 0.149 0.775 | 0.748 -0.933
1. critic (base) 9.67 0.137 0.771 0.796 -0.905
2. critic (base with full sentences) 11.88 0.151 0.776 0.754 -0.920
3. critic (vanilla LM) 10.37 0.139 0.763 0.713 -0.980
4. critic (fine-tuned LM) 10.76 0.143 0.768 0.739 -0.964
5. critic (fine-tuned LM with full sentences) 11.41 0.149 0.771 0.712 -0.956

Table 3: Results of autematic evaluation on the OpenDialKG test set.

decoding approach | min. hal. maj. hal. omi. disfl. rep. | avg. rank
baseline | 022 0.40 025 020 0.08 | 3.61
1. critic (base) 0.21 0.30 0.20 0.17 0.04 3.38
2. critic (base with full sentences) 0.21 0.29 0.27 011 0.08 343
3. critic (vanilla LM) 0.18 0.29 023 0.19 0.05 3.54
4. critic (fine-tuned LM) 0.22 0.37 026 021 0.07 3.53
5. critic (fine-tuned LM with full sentences) 0.20 0.37 0.26 0.18 0.07 3.54

Table 5: Results of manual evaluation on a sample of 100 examples from the WebNLG test set (percentage of

examples with minor and major hallucinations, omissions, disfluencies, repetitions; average relative ranking).
v e S S 22



Takeaways

1. Mitigation & &E{7f---?
- SE X O AL AO|A /LLM..? / B7t HEI 5= / E2 B 72} Confounder / 3T Z5F KG

2. Data + Training <-> Inference
- O =0 QF Lt A St= e1? L2 A= AX|= A+

3. Mitigation= OF% 2 A 0| BOF E Q) Aot H, dEfst A= BHEA] 15




