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Theme of the seminar

 How can we assess the factuality of the generation output?
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Does factuality matter in terms of the performance?
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How can we utilize LLM to assess the factuality of the LLM generation output?
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Problem Setting

Intrinsic Evaluation Extrinsic Evaluation
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Figure 1: The CONNER Framework: Intrinsic evaluations
probe the internal properties of acquired knowledge,
while extrinsic evaluations assess its downstream im-
pacts. This framework applies universally to two-stage
processes in knowledge-intensive tasks.
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CONNER

Evaluation Taxonomy | Definition
Factuality whether the information in the knowledge can be verified by external evidence.
Intrinsic Relevance whether the knowledge is relevant to the user query.
Coherence whether the knowledge is coherent at the sentence and paragraph levels.
Informativeness | whether the knowledge is new or unexpected against the model’s existing knowledge.
Extrinsic Helpfulness whether the knowledge can improve the downstream tasks.
Validity whether the results of downstream tasks using the knowledge are factually accurate.

Table 1: Taxonomy of evaluation metrics of acquired knowledge.

Open-domain QA: NQ2F Knowledge-grounded dialogue: WoW2| 16071 sample=2 ?|EtC 2
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CONNER: Intrinsic Quality

Dataset |

Prompts | Best

NQ

Wow

Topic: {topic} \n Query: {query} \n Related wikipedia knowledge:
Topic: {topic} \n Generate a background document from Wikipedia to answer the given question. \n {query} \n
Topic: {topic} \n Generate a Wikipedia knowledge to answer the g1ven quest1on \n Questlon {query} \n W1k1ped1a knowledge

Topic: {topic} \n Query: {utterance} \n Related Wikipedia knowledge:
Topic: {topic} \n Generate a background document from Wikipedia to reply to the utterance. \n {utterance} \n
Topic: {topic} \n Generate a Wikipedia knowledge to answer the given question.\n Utterance: {utterance} \n Wikipedia knowledge:
Topic: {topic} \n Generate a Wikipedia to answer the given question.\n Question: {utterance} \n Wikipedia: v

Table 11: List of human prompts we tried for zero-shot knowledge generation, evaluated on the validation set of
NQ, WoW. {} represents placeholder, and ’utterance’ denotes the last utterance of the dialogue partner. We use v to
denote the prompt achieving the best performance.

Sfact (k, E)

min f(si, E;)
t=1..m

min max NLI(s;,e; ;) )
i=1..m j=1..1;

« Factuality

whether the information in the knowledge can be verified by

external evidence

Input: k = {s1, ..., Sm}, Ei ={ev,---,€i1,},

output: Sgyet

- LLMO| ‘Hgot queryet SHAE mIHe| 2HO 2 L& X4 k
- Retriever (ColBERTv2 2&)0| k2t 2=l Wikipedia ZAH
X|Al E; (Gold-knowledge?} Of'H)
- NLI-RoBERTa-large2 0|26t M=l X|&l 2% s5;7F 2t X[ 4
e j Ol 25 ==l =X|5 HE
- 3XIP HEIR DBl S, AFS
factual-consistent (entail)
non-verified (neutral)

factual-inconsistent (refute)



CONNER: Intrinsic Quality
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Figure 4: The influence of reference knowledge (e.g.,
the annotated Wiki. document in WoW dataset) in fac-
tuality evaluation weakens as the amount of retrieved
evidence increases.
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CONNER: Intrinsic Quality

* Relevance

whether the knowledge is relevant to the user query
Input: q, k = {s1, ..., Sm}

Sre1(k,q) = Matching(k, q) (2) OUtPUE: Se)

- LLMO| A3t X|Al kS query 2to| ZIEA XX
- BERT-ranking-large 2&& 0|25} &t&d =X

e Coherence

1 m
Scoh_sent (k) = — 271:1 1/PPL(s;) (3)

m

whether the knowledge is coherent at the sentence and
paragraph levels

Input: k = {sq, ...., Sm},

output: S .S
Scoh_para(k) = Scorerpara(Si, ... Sm) 4 coh_sent: >coh_para

- LLMO| AHASE XAl |k RPN & 22X 2 ik =X

O O — (@] o
- Scoh sent 2| PPLE GPT-neo-2.7B 28 £ Higo = A%
- Scoh_parac Coherence-Momentum 22| scoreS 0|8
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CONNER: Intrinsic Quality

Sinfo(k,q) = 1 — exp

1 M
17 2 Po(kelkre-1,9)

t=1

S))

 Informativeness

whether the knowledge is new or unexpected

against the model's existing knowledge

Input:q, k = {51, ..., S}
output: Sipfo

- QueryZ GPT-neo-2.7B0| 202 =11 M
[} HotLt 2R XA, & HEE 51 A=K

toF GPT-neo-2.7B7} pre-train THAH|0f|A &

I’%OI M M 2E0| Z0FHAM TIX| score= 022

=5

uu ox
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[ mjo
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CONNER: Extrinsic Quality

Shelp(q, a, ka kl_a "

= max(0, 1 —

= max(0,1 —

k)
L(q,k,a)

1
U

S L ko, a)

log P(alq, k)

1

u

D _i—11og P(alg, k;7)

6)

* Helpfulness

whether the knowledge can improve the downstream tasks.
Input:q, a, k,{k1, ..., ky}
output: Spelp

- MdE X[4]0] answer ‘440i| EotLt =20| &[=XE 57

- LLaMA-65B 222 0| &35 query, A4 knowledge,
negative knowledge?} =0{% [ negative knowledge loss gf
CHH| 444 knowledge loss H|&

- OteF M knowledge?t £0{Z Q| generation loss?t &LHH

score?t 092 4HE= A
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CONNER: Extrinsic Quality

. Validity

Sva]_ (q, (1,* y a) = NLIfaCt ((q, a,), (q, a,* )) (7) whether the results of downstream tasks using the

knowledge are factually accurate
Input:q, a, a”
output: Syq]
Sval(a’ E) = f(a'7 E) — g?’xl NLIfaCt (a" 67;) (8) - DHEo| Mt answer?t ground-truth answer =22

evidence2tQ| =8t Y- Z HIFO 2 validity £
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Experiment Setup

+ Al Model & Evaluation setting

Baseline
- DPR: query?t ZHAE X|4 5 HMol= 22
- FLANT-T5, LLaMA, ChatGPT: query®} 2=l X|AlS MM SH= me

Dataset

- Natural Questions (NQ)
- Wizard of Wikipedia (WoW)

Metric | Model | Link
Factualit NLI-RoBERTa-large https://huggingface.co/sentence-transformers/nli-roberta-large
y CoIlBERTV2 https://github.com/stanford-futuredata/ColBERT
Relevance \ BERT-ranking-large | https://github.com/nyu-dl/dl4marco-bert
Coherence GPT-neo-2.7B https://huggingface.co/EleutherAl/gpt-neo-2.7B
Coherence-Momentum https://huggingface.co/aisingapore/coherence-momentum

Informativeness | GPT-neo-2.7B | https://huggingface.co/EleutherAl/gpt-neo-2.7B

Helpfulness \ LLaMA-65B | https://github.com/facebookresearch/11lama/tree/main

validit NLI-RoBERTa-large https://huggingface.co/sentence-transformers/nli-roberta-large
y ColBERTV2 https://github.com/stanford-futuredata/ColBERT

Table 14: List of all models that we use in designing our framework.
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Main result

Metric validity

Metric DPR | FLAN-T5 | LLaMA | ChatGPT
Factuality |0.657 | 0.667 0.667 0.637
Relevance | 0.697 0.377 0.557 0.547
Coherence | 0.537 0.581 0.447 0.497
Informative | 0.307 |  0.17 0.35 0.327
Helpfulness | 0.757 |  0.457 0.817 0.691
Validity 0.837 | 0.73T 0.851 0.821

Table 9: Somer’s D correlation of metrics with the
human annotation on NQ (The results on WoW are
presented in Appendix J.2). Correlation scores with
p-value < 0.05 are marked with T.

NQ, WoW test setO|A ==t 3207l sampled| CHSHH
DPR, FLAN-T5, LLaMA, ChatGPT 2= 8071
Knowledge & Answer Generation2 3ot &

399l annotator=0| Intrinsic, Extrinsic scoring 2134
- 0,1, 2 39tX| =& labeling

S annotationS 7|2 & H|2tst CONNER framework?2]

—
0|= M2t annotation 4= 2te| A2 E =74

4712 RS R Z | X|HO|M SAHH2Z Fo|0fst
%9l 2 EE Pt LIEILI= HE & = US



Main result

 Quantitative Result

y Factuality Coherence ave
Model Setting Fact-cons. Non-verif. Fact-incon. Relevance Coh-sent. Coh-para. Inform. | Helpful. Validity
DPR Supervised | 97.78% 2.23% 0.00% 0.7514 0.0301 0.7194  0.8965 | 0.1236 36.86%
FLAN-TS 5840%  27.80% 13.80% 0.6848 0.1249 0.7776  0.6727 | 0.0000 32.47%
LLAMA  Zero-shot | 94.20% 4.80% 1.00% 0.7316 0.1183  0.8240 0.7572 | 0.2191 42.00%
CHATGPT 83.63% 13.6% 2.77% 0.8491 0.0909  0.9033 0.7330 | 0.1461 43.35%
FLAN-TS5 20.75%  62.40% 25.40% 0.6787 0.0416  0.8110 0.6899 | 0.0000 34.65%
LLAMA  Few-shot 89.00% 9.20% 1.80% 0.6966 0.0776  0.8550  0.8545 | 0.2528 40.49%
CHATGPT 86.07%  10.97% 2.96% 0.9205 0.0653  0.8837 0.7700 | 0.1966 42.36%

Table 2: Automatic evaluation results of different LLLMs in the Natural Question test set. Underlined and Bold
results denote the best results among each setting and among all settings, respectively.

NQOf| X 2| DPR &AM X4t LLM -d+d X| A0 Ciiet CONNER H== 578 2t
- DPR2 LLM CHH| Factuality, InformativenessOf|A] L3t M5 H

- LLMO| DPR CHH| 52 FactualityE 20|Lt &X| downstream task0f| O|X|= F¥= 2= X|E Q! Helpfulness,
Validity #20M= $M= 25k H



Main result

 Quantitative Result

Factuality Coherence

Model Setting Fact-cons. Non-verif. Fact-incon. Relevance Coh-sent. Coh-para. Inform. | Helpful. Validity
DPR Supervised | 91.96%  5.18% 2.87% 0.0907 0.0223  0.6569  0.9357 | 0.0000 61.52%
FLAN-T5 77.90%  17.28% 4.82% 0.3776 ~ 0.1203  0.8331 0.7239 | 0.0904 56.97%
LLAMA  Zero-shot | 89.46% 8.89% 1.65% 0.5041 0.0548 0.8389 0.7889 | 0.1178 63.50%
CHATGPT 88.51%  10.38% 1.11% 0.5283  0.1028  0.9250 0.7448 | 0.1023 59.76%
FLAN-T5 76.50%  17.20% 6.30% 0.4463 0.1523 0.7988 0.6983 | 0.0934 57.18%
LLAMA Few-shot | 85.07% 12.05% 2.88% 0.3930  0.1088  0.7947 0.7855 | 0.1132 63.79%
CHATGPT 85.75%  12.01% 2.24% 0.4618 0.0979  0.8632 0.7922 | 0.1164 60.27%

Table 3: Automatic evaluation results of different LLLMs in the Wizard of Wikipedia test set.
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- J2{L} Relevance, Helpfulness £20f|AM= LLMC{H| O|g3t E+E EHOl= A2 Y = US

= D |ntrinsic X|EL} Extrinsic X|E2| Trade off ZHH|E mlsie 4 9l
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Further Analysis

« Impact of Long-tail knowledge & Model size

(a) Analysis of Long-tail Knowledge
1.0

(b) Analysis of Long-form Generation

0.6 -
0.8 e
Z | A
£ 06173 —&— Factual-con. 0.4
8 -B Non-verified
—
o 0.4 & Factual-incon. 0.3
z
0.2 _—":-‘““.--__ 0.2 1
L R
A g A ‘,‘\\ hemene ol gy A
0.0 l 0.1 | A, A
4 5 6 7 8 9 1 2 3 4 5

Pageview of Wikipedia knowledge (107) # of sentences in generated knowledge

Figure 2: The impact of knowledge frequency and

length on the factuality of the generated knowledge.

(a) Model scale of FLAN-T5 (b) Model scale of LLaMA
Fact. Fact.

Info. Info.

Figure 3: Performance on NQ with different sizes of
FLAN-TS and LLaMA as the knowledge generator
(Help. and Val. scores are linearly scaled).
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Practical use case

* Use case for Prompt engineering & Knowledge selection

Model | Fact. Rel Coh. Info. CONNER 42 &8¢t LLM2| Knowledge generation $F4f Hfot

ChatGPT 85.8% 0.462 0.863 0.792

ChatGPTselect prompt 87.7% 0.503 0.899 0775 _ Prompt |f|_:|jcz)|0” [[l_% CONNER E# ﬁ%% -6—|_|_|_9| xlEE AD|-0|_A_I knowledge
Table 7: CONNER-guided demonstration selection im- generation 1E32HE 9/ prompt engineeringg Al=g =+ US

proves the intrinsic quality of generated knowledge.
- AASEKnowledge2| £E2 CONNER H42 AHESIO{ A AlX
downstream task d&

Model | Helpfulness  Validity

ChatGPT 0.1461 43.45%
ChatGPT scicct knowledge 0.2090 44.28 %

Table 8: CONNER-guided knowledge selection improves
extrinsic (downstream) performance.
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Problem Setting

Chat Bridget Moynahan is an American actress, model and producer. She is best
GPT known for her roles in Grey’s Anatomy, |, Robot and Blue Bloods. She studied
acting at the American Academy of Dramatic Arts, and ...

- Bridget Moynahan is American.v’
- Bridget Moynahan is an actress. v

Tellme - Bridget Moynahan is a model.v/ 66.1%
Gt el - Bridget Moynahan is a producer. X PRPE
Brid = She is best known for her roles in Grey's Anatomy.x ‘i
riaget - She s best known for her roles in I, Robot. v/ o0 o E
Moynahan.| - She is best known for her roles in Blue Bloods. v R ‘.,
- She studied actingv’ e

- She studied at the American Academy of Dramatic Arts )}

ridget Moynahan is an American filmmaker and writer. She is best known for her
Stable Bridget M h Al fil ke d She is best ki for h
work on the soap opera General Hospital, which she co-created with husband
LM Charles Kelly. Moynahan was raised in a middle-class family in Los Angeles, ...

- Bridget Moynahan is American. v
- Bridget Moynahan is a filmmaker. x
- Bridget Moynahan is a writer. x

- She s best known for her work on General Hospital. % 0,

- General Hospital is the soap opera. 1o.ov/°
She co-created General Hospital. ."\ )

= She co-created General Hospital with her husband. x B oC Ci

- Her husband is Charles Kelly. X o V:

- Moynahan was raised in a middle-class family. % R

= Moynahan was raised in Los Angeles. x

Figure 1: An overview of FACTSCORE, a fraction of
atomic facts (pieces of information) supported by a
given knowledge source. FACTSCORE allows a more
fine-grained evaluation of factual precision, e.g., in the
figure, the top model gets a score of 66.7% and the
bottom model gets 10.0%, whereas prior work would
assign 0.0 to both. FACTSCORE can either be based
on human evaluation, or be automated, which allows
evaluation of a large set of LMs with no human efforts.

LLM generation output®| factual precision2 O{EH| ZX&t 2QI0t?
factual precision: the truthfulness of a statement should depend
on a particular knowledge source that end users consider to be
trustworthy and reliable

Generation output®| Factual Precision2 £73517| 0{2{& 0|
1) OSILF2| GenerationQt0f|= ¢2{ facts=0| 2|

2) OEtM 2XHEl factE 7HE atomic factE 26l 2SS &= /YO Lt
3) Ozt A2 QI AU O Z FlIgHat I | 2 A2t HIZ A Q

[0

X5t

%

—Factual precision

g o]
dZ4E 2R

Mot 2~ Q1= framework 2} XS 2t
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FActScore

* Intuition
7H8: Factual Generation2 generation LHE0]| 2?1 L{E0| matchingk|= gold knowledgeZ H5 =2 = UL
3
LLM generation0f| ZXl5t= I atomic facts?} gold knowledgeZ SEE|=X| &
O|F ®lofiM= CH22| MBXHO| ZFE|0{0F &
1) Gold knowledge matchingO| O|F|& 4~ /= objective?t domain0|0{O0} S}H
2) S domainLie| LiE =2 Lot world-knowledgeE Z&T &~ QI0{0F &t
3) Gold knowledgeE €2 =+ = knowledge source?} =X{sl{OF gf
Setting: LLMOJ|IAH| 2/2|2| person entity?t Z=0{&! I}, 3H%} person?| biographyE M&8IE 2 5t Algt M

I
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FActScore

Please breakdown the following sentence into independent facts: He made his acting debut in the film The Moon is the Sun’s Dream (1992), and continued to
appear in small and supporting roles throughout the 1990s.

- He made his acting debut in the film.

- He made his acting debut in The Moon is the Sun’s Dream.

- The Moon is the Sun’s Dream is a film.

- The Moon is the Sun’s Dream was released in 1992.

- After his acting debut, he appeared in small and supporting roles.

- After his acting debut, he appeared in small and supporting roles throughout the 1990s.

Data creation

—

Sampling people entities

- wikidata0ilA 183H2| person entity2 MESIH ==
Please breakdown the following sentence into independent facts: He is also a successful producer and engineer, having worked with a wide variety of artists, - ==L person e nt|ty0-|| CHSF wiki pedia & Xt

including Willie Nelson, Tim McGraw, and Taylor Swift.
- He is successful. Bl (frequency)2t =X (Nationality)E labeling

- He is a producer.

- He is a engineer. ' '

- He has worked with a wide variety of artists. 2. Atomic facts generation

- Willie Nelson is an artist. - LLMO| 44443t biographyoi| CH5}0{ human labelerS0| Y£9|
- He has worked with Willie Nelson. o ABH

i McGoaw is an artist. atomic facts generationg &=

- He has worked with Tim McGraw. - S H|O|AE Of|A| 2 AOLA] InstructGPT(text-davinci-003)
- Taylor Swift s an artist. Of| | ICL=35q Xt=s2H=l atomic fact generation =&

- He has worked with Taylor Swift.

3. Labeling factual precision & editing

- AnnotatorS0|A| atomic factOf| CH$t HZ 8! labelingS XIgd:
Irrelevant, Supported, Not-supported



FActScore

Prompt: Tell me a bio of Ylona Garcia.

Sentence: [Ylona Garcia] has since appeared in various TV shows
such as ASAP (All-Star Sunday Afternoon Party), Wansapanataym
Presents: Annika PINTAsera and Maalaala Mo Kaya.

e Ylona Garcia has appeared in various TV shows. Supported

e She has appeared in ASAP. Supported

e ASAP stands for All-Star Sunday Afternoon Party. Supported

e ASAP is a TV show. Supported

e She has appeared in Wansapanataym Presents: Annika PINTAsera.
Not-supported

e Wansapanataym Presents: Annika PINTAsera is a TV show.
Irrelevant

e She has appeared in Maalaala Mo Kaya. Not-supported

e Maalaala Mo Kayais a TV show. Irrelevant

Prompt: Tell me a bio of John Estes.

Sentence: William Estes is an American actor known for his role on
CBS police drama Blue Bloods as Jameson JamieReagan.

e William Estes is an American. Irrelevant

e William Estes is an actor. Irrelevant

e William Estes is known for his role on CBS police drama Blue
Bloods. Irrelevant

e William Estes’ role on Blue Bloods is Jameson “Jamie” Reagan.
Irrelevant

Table 7: Examples that contain Supported,
Not-supported and Irrelevant. Sentences in

bullet points indicate atomic facts.

—

Data creation

. Sampling people entities

wikidataOflA| 183%H2| person entityE sHEHSHH ==
Z=Z%l person entity0]| CHt0] wikipedia S%&
Bl (frequency)2t =X (Nationality)E labeling

. Atomic facts generation

LLMO| M43t biographyoil CH5t04 human labelerS0| Y2
atomic facts generation2 =%

Sk H|O| AZ Of|A|2 A0FA InstructGPT(text-davinci-003)
Of|H| ICL=~285t04 Xt52HE! atomic fact generation 2

3. Labeling factual precision & editing

Annotator=0|H| atomic factdi| Cigt HS 2! labelingS XI3d:
Irrelevant, Supported, Not-supported
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FActScore

InstGPT ChatGPT PPLAI

Use search X X v
% responding 99.5 85.8 90.7
# tokens / response 110.6 154.5 151.0
# sentences / response 6.2 7.9 9.8
# facts / response 26.3 34.7 40.8
Statistics of the labels
Supported 42.3 50.0 64.9
Not-supported 43.2 27.5 11.1
Irrelevant 14.0 8.3 14.8
Abstains from answering 0.5 14.2 9.3
FACTSCORE 42.5 58.3 71.5

Table 1: Statistics of the data and FACTSCORE results.
InstGPT and PPLAI respectively refer to InstructGPT
and PerplexityAl. % responding indicates % of gener-
ations that do not abstain from responding. # tokens is
based on white space.

« Measuring Factscore

fly) = |~A | Z I[a is supported by C],
y

acA,

FACTSCORE(M) = E,cx[f(M,)| M, responds].

Notation
X: set of prompts, C: knowledge source
M: language model, A, : list of atomic facts

InstructGPT, ChatGPT, Perplexity Al2| 1837l people
entityOf| Ciet generation ZALt0j| CHet Factscore &7

= M| LLMEZ = factual precisionO| B EE[X| 2ok M4 2
ABHBH= 1S Solst A Qle

(£9| Retriever?} 2= LLME| FL)
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« Estimating Factscore
Supported Not-Supported

Ground truth Inst-LLaMA, ChatGPTE O|&53{M XtE2tE
75% Factscore ZEE Al

Evaluator A Ground truth Factscore®} Estimated Factscore?|
Estimated = 85% X X XtO[ ER(error rate)S ?[&2 2 71 B & B

F1 =75% ER =10%
MICRO 4742] prompting & O 2 Factscore £ 4| CHHs}

Evaluator B N text LM: <atomic-fact> T False?
. _ o - o-contex . <atomic-tac rue or ralse:
Estimated = 80% x x x - Retrieve—~LM: GTRZ 0|&3H top-5 passage + <atomic-
Flmicro = 67% ER =5% fact> £ prompt& AF23}0{ True, False T4
- NP: MLM 7|80 RS ARSI <atomic-fact>2| Wt
Figure 4: A case in which F1czo and Error Rate (ER) masking £¢ 2H22 0|83}0{ True, False THY
rank two evaluators differently. Evaluator A is better in - Retrieve—~LM + NP: Retrieve—~LMif NP2| T2 F43
. . 246HS = HiAl ZH2HO OpEdsH S m} =
Flyucro, and Evaluator B is better in ER. SROLE| 7 G4 HHOR WIS MEl True= o5
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Main result

 Quantitative Result

SUBJ: InstGPT

SUBJ: ChatGPT

SUBJ: PPLAI

Evaluator retrv ranking

ER FS ER FS ER FS

Human 42.5 58.3 71.5
—  Always Supported 57.5 100.0+ 41.7 100.0+ 28.5 100.0+ X
IE Always Not-supported 42.5 0.0— 58.3 00— 71.5 0.0— X
= Always Random 7.5 50.0+ 83 50.0— 21.5 50.0-— X
« No-context LM X 7.1  49.6+ 7.8  50.5— 347 36.8— X
Z Np v 148 573+ 13.7 720+ 1.4 729 v
- Retrieve—LM v 14.1 56.6+ 17.1 754+ 0.1 71.6 X
~  Retrieve—LM + NP v 14 41.1 04 58.7 99 61.6— v
£ No-context LM X 39.6 82.1+ 31.7  90.1+ 33 7438 X
% Retrieve—LM v 5.1 47.6+ 6.8 65.1+ 0.8 723 v
& Retrieve—LM + NP v 52 373-— 47 53.6 8.7 62.8— v

Table 3: Results on Error Rate (ER) along with FACTSCOREs estimated by each model (FS). ‘retrv’ indicates
whether or not retrieval is being used, and ‘ranking’ v indicates whether the ranking between three LMgy3;s rated by
the model is consistent to the ground truth ranking. + and — respectively indicate the estimation is an overestimation
and an underestimation by more than 5% in absolute. Red Bold indicates the best (lowest) ER. See Appendix B.2

for the results in other metrics that consider individual judgments instead of aggregated ones.

RetrieverE X<t [l error rate?t 244
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Main result

« Case study: Evaluation of New LMs

Human Human
GPT4 ChatGPT
ChatGPT GPT4
Alpaca 65B Alpaca 65B
InstructGPT InstructGPT
Alpaca 13B Vicuna 13B
Vicuna 13B Alpaca 13B
Alpaca 7B Vicuna 7B
Vicuna 7B Alpaca 7B
MPT-Chat 7B MPT-Chat 7B
Oasst-pythia 12B Oasst-pythia 12B
Dolly 12B Dolly 12B
StableLM 7B StableLM 7B

0 20 40 60 80 0 20 40 60 80
Est. FActScore (%) Est. FActScore (%)

Figure 3: Ranking between 13 subjects (human and 12 LMs), rated by the two best variants of our estimator:
ChatGPT (left) and LLAMA+NP (right), both with retrieval. Scores from two metrics have a Pearson’s r of 0.99.

See Table 5 for % of responding and # of atomic facts per response of each LM. The variance in estimation based
on different subsets of prompts is reported in Figure 5 of Appendix B.4.

- GPT-4, Alpaca & =& 2} ©A| 2|21 107(2]
LLMO| CHSI] Factscore estimation B S
X 23l Factscore A&

- BE LLM2 Human EliH| generation®f|A Factual
precision0| Z&

- Alpaca, VicunaZ2 Open-LLMZ 2t2| Factscore
AL 2 S U 2 S
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Discussion

* Pros
- LLM generation output?| FactualityE S8t X & I precision, recall 282 AX|SHM 244 4~ QUC}
- E£79| Factual Recall, & generation output0i| &7l atomic fact?} world knowledgeE &O}L}
LESH=X[0f 2ot A0 ER
- ke generation outputXtX|2| FactualityE £785h= 20| Z1X|= 210] OfL|2} &X| task 0] UM T FkS 7| X[=X|
ZAohE A A2 2 99E HE = US

Cons

- CONNERZ| 0| E= 2=0ICt CFE modelS A

ol [236H= H|Z-8%0| 11 heuristicst framework0i| A B10{L}
ofLte| RS &Eof systematiceh HIHO| HR
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