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DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

1. Introduction

NES

rr

* Instruction-tuning dataset2 Tr=11X} 5}
1. Manual annotation: &2 &%, Z12{L} l[abor-intensive & costly

2. Distillate from a larger LLM: teacher LLM2| &= (factuality, problem solving skills)2 22| E & 2 &S

« Dataset repository2| annotation2 instruction tuning dataZ Tt== DYNOSAUR |2t

- HuggingFace Dataset Platform®! o H|EtH|O|E{ &8
- O|O|E{All0]| CHSt description, name, data fields, annotation
Given a Gutenburg passage, generate its title

Predict the year when the book 1is published based on book title and authors
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DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

1. Introduction

Contributions
* Lower conversion cost
* $11.5 for 800k instruction-tuning data ($500 for 52k instances - ALPACA, Instruction GPT-4)

« Effectiveness of instruction-tuning data
« SUPER-NIO|| CH38H T5-3B, LLaMA-7B 25 DYNOSAURO]| eh&=l 2=O0| Sh& O|O|E{ 7t I H|MH ALPACA,
INSTRUCTION GPT-4, DOLLYELI £2 85
« Supporting continuously improving models with new instruction data

» Al YHIOIE El= B2 Y2 HIO|E S low cost (gpt-3.5-turbo) H=0 H= &&0| 7t

« KIHQ| EfA 0| ehg=l BRI MZ2 LIHS| EfA ATt U2 M generalization 531t forgetting=2 Z0|=

|2

L—

R

5t
continual at& gt
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DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

2. Collection of DYNOSAUR Data

Metadata Collection
« Dataset name: 0|50 =0|Ql 2 EfA T HEII SOOI U= &

« Dataset description: XfA|2t HE, motivation, summary 0| =0{2f U2|0| LLMO| instruction 2+ [
20| 2 A2 o)

- Data fields and annotations: data fields&= annotation2| keyZ XMEHE|H U2, LLM2 O{H fieldE
input/output2 2 AtEEHX| ZXsHof T

{
“title”:..,

“text”:..,
“author”:..,
“subjects”:..,
“issued”:..

}

5/31



DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

ﬁbynosaur Construction Method Step 2: Instruction, Input/Output Field Generation Step 4: Organizing Instruction Data

Step 1: Metadata Collection

¥ Datasets

title text  author subjects issued

Extract metadata

Dataset Name:
Gutenburg_English
Dataset Description:
A collection of ... ebooks ...
Data Fields:
“title”, “text”, “author”, “subjects”, “issued”
Dataset Annotations:
{tatle”: iy, ftextls, Yauthor:hay o)
{"title”: ..., "text": ..., "author”: ..., ...}

L o 7

Figure 1: Overall pipeline of collecting DYNOSAUR data. “d” in Step 4 means each instance in Gutenberg dataset.

6/31



= 1130 ol

KOREA UNIVERSITY

DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

2. Collection of DYNOSAUR Data

Instruction and input/output field generation

« LLM<L task instruction2} input, output fieldE A48l Of oF

(o]3

* In context learning0|&:
« 2t H[O|E{AllS dictionary HWEHZ 10, 47H2| OA|E AF B E 2 0 5 2MME EXE
» Description(H|O|E{ E}AT X%} S|=& el SX| EX[0f| T2t 2702 M[E
- Description-aware generation: Cl|O|E{Allo] 2l O|=0f| k= EfAT S MM &~ U2 10| 2t

 Description-unaware generation: input/output fieldE &-&3dl Ct¥ot potential EfAIE A4St
ob2| flgt
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DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

Step 2: Instruction, Input/Output Field Generation

Prompt for Generating Instruction

.. design up to three different tasks based on this
dataset. Each task should still be a dictionary,
including the task instruction, input fields and
output field. ..

% [METADATA] @ ChatGPT

Tasks (ChatGPT Outputs):
{‘task1l’: {

‘instruction’: ‘Given a Gutenburg passage,
generate its title’,

‘input_fields’: [‘text’],

‘output_field’: [‘title’]},

‘task2’: {
‘instruction’: ‘Please tell me the author of
‘input_fields’: [‘text’l,
‘output_field’: [‘author’]},

‘task3’: {
‘instruction’: ‘Predict the year when the book
is published based on book title and authors’,
‘input_fields’: [‘title’, ‘author’],
‘output_field’: [‘issued’]},

Figure 1: Overall pipeline of collecting DYNOSAUR data. “d” in Step 4 means each instance in Gutenberg dataset.
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DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

2. Collection of DYNOSAUR Data

Post-processing
* Filtering invalid tasks:

« 1) =X Xl data field2| EfAZ QI HL, 2)17H O| 42| output field 2t% AL, 3) input/output &

|r|
oY
>t
rr
oX

- Description-aware & -unware O|A EfAT ZHX|= AR S8 A2t

« Organizing instruction data

* InputOf| 1742 field?t U= AL 1 value?t JCHZE MO|H 27K O] 401 AL “The [field name] is [value of
the field].”E{=E M
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Step 4: Organizing Instruction Data

Task 1
{
“instruction”: “Given a Gutenburg passage, generate its
title”,
“input ", “{d [ “text”] }" ,
Xoutput? =~ {d [“title"] }n
}
l Fill in M Gutenberg data
1
1
{ M
“instruction”: “Given a Gutenburg passage, generate its title”, Instruction
“input”: “...", ik
“output”: “..."
}
Task 3
{

“instruction”: “Predict the year when the book is
published based on book title and authors”,

“input”: “Text is {d[“text”]}. Author is {d[“author”]}”,

“output”: “{d[“issued”]}”

l Fill in M Gutenberg data

{
E . . . “instruction”: “Predict the year when the book is published M
Step 3: Fllte”ng out Invalid Instruction Data based on book title and authors”, Instruction
“input”: “Text is ... . Authoris ...", Data
- Duplicate Instructions "ouptput":
- Created Data Fields not in Given Dataset }
- Overlapped Input/Output Fields

Figure 1: Overall pipeline of collecting DYNOSAUR data. “d” in Step 4 means each instance in Gutenberg dataset.

10/31
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2. Collection of DYNOSAUR Data

Statistics and Cases
« 2,911 English datasets from HuggingFace (Feb 23, 2023)
« GPT-3.5-turbo0f| €11 13,610 7HQ| EfAIE MM E Tt

« 2FEfA IO} 200702] sample= &0t = 801,900 7H2|
MEZ 4= DYNOSAUR H|O[E{Al

Figure 3: The top 20 most prevalent root verbs and their
top 4 direct nouns in the instructions of DYNOSAUR.
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2. Collection of DYNOSAUR Data

Example 1

Dataset Name:

- blimp-anaphor_number_agreement
Dataset Description:

- BLiMP ... major grammatical ... in English.
Data Fields:

- "sentence_bad”, “sentence_good”

Dataset Annotations:
= {"sentence_bad": ..., “sentence_good”: ...}

{

“instruction”: “Given a sentence with an
incorrect anaphor agreement, generate a

sentence with a correct anaphor agreement.”,

“input”: “{d[“sentence bad”]}”,
“output”: “{d[“sentence good”] }”

}

Example 2

Dataset Name:

= paws-labeled_final
Dataset Description:

- ... PAWS: Paraphrase Adversaries from ...
Data Fields:

- “sentencel”, “sentence2”, "label”

Dataset Annotations:

- {"sentencel1”: ..., “sentence2”: ..., "label”: E )

“instruction”: “Determine whether two
sentences are paraphrases of each other.”,

“input”: “Sentencel is {d[“sentencel”]}.
Sentence2 is {d[“sentence2”]}”,

“output”: “{d[“label”]}”

}

Example 3
Dataset Name:

- stereoset-intersentence
Dataset Description:

- N/A
Data Fields:

- "context”, "bias_type
Dataset Annotations:

- {"context": ..., “bias_type": ..., “target”:

“Ethiopia”} 7
{

“instruction”: “Given a context and a bias
type, the task is to identify the target word
that is associated with the bias type.”,

"o

, "target”

“input”: “Context is {d[“context”]}.
Bias type is {d[“bias type”]}.”,
“Output” .on { d [ “target" ] } "

}

Figure 2: Examples of the datasets and generated tasks. We only demonstrate one task based on each dataset for
simplicity. We highlight the parts in metadata that benefit instruction generation.
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3. Experiments

Models Data Size @ ROUGE-L Models Data Size ROUGE-L
Larger Models than T5-3B Larger Models than LLAMA-7B
TO' 50K 33.1 TOT 50K 33.1
TO++1 12M 40.3 TO++* 12M 40.3
GPT-3 w/ TO TRAINING' 50K 37.9 GPT-3 w/ TO TRAINING' 50K 37.9
GPT-3 w/ SELE-INSTRUCT' 82K 39.9 GPT-3 w/ SELF-INSTRUCT! 82K 39.9
InstructGPT' - 40.8 InstructGPT' - 40.8
T5-3B with Generated Inst. Data LLAMA-7B with Generated Inst. Data
T5-3B w/ DOLLY 15K 17.6 LLAMA-7B w/ DOLLY 15K 33.5
T5-3B w/ INST. GPT-4 52K 22.7 LLAMA-7B w/ INST. GPT-4 52K 35.7
T5-3B w/ SELF-INSTRUCT 82K 37.1 LLAMA-7B w/ SELF-INSTRUCT 82K 39.6
T5-3B w/ ALPACA 52K 36.6 LLAMA-7B w/ ALPACA 52K 39.0
T5-3B w/ DYNOSAUR 67K 40.4 LLAMA-7B w/ DYNOSAUR 67K 41.2
T5-3B with Human-curated Inst. Data LLAMA-7B with Human-curated Inst. Data
T5-3B w/ PROMPTSOURCE 67K 38.9 LLAMA-7B w/ PROMPTSOURCE 67K 38.2
T5-3B w/ FLAN 67K 34.6 LLAMA-7B w/ FLAN 67K 40.4
T5-3B w/ SUPER-NI 68K 434 LLAMA-7B w/ SUPER-NI 68K 42.5
Dynosaur as Augmentation Data Dynosaur as Augmentation Data
T5-3B w/ DYNOSAUR + SUPER-NI 135K 44.1 LLAMA-7B w/ DYNOSAUR + SUPER-NI 135K 43.2
(a) T5-3B trained with various instruction datasets. (b) LLAMA-7B trained with various instruction datasets.

Table 1: Evaluation results on SUPER-NI. “Inst.”” denotes “Instruction”. The performance of models with T and *

are the reported results in Wang et al. (2022a) and Honovich et al. (2022a). 13/31
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3. Experiments

DYNOSAUR

+ ALPACA
Helpfulness 18.7%
Honesty 17.5%
Harmlessness 15.5%

DYNOSAUR

+ INST. GPT-4

Helpfulness 27.8%
Honesty 21.0%
Harmlessness 19.8%

Tie
59.1%
65.4%
70.6%

Tie
42.9%

59.9%
62.3%

ALPACA

22.2%
17.1%
13.9%

INST. GPT-4

29.3%
19.1%
17.9%

(a) DYNOSAUR as a supplement to automatically generated
instructions ALPACA and INST. GPT-4.

g = L8 i

KOREA UNIVERSITY

Helpfulness
Honesty
Harmlessness

Helpfulness
Honesty
Harmlessness

Helpfulness
Honesty
Harmlessness

DYNOSAUR
19.5%
15.5%
13.5%

DYNOSAUR

+ ALPACA
17.1%
19.5%
15.5%

DYNOSAUR

+ INST. GPT-4
18.2%
17.9%
16.7%

Tie
61.5%
71.8%
73.8%

Tie
65.5%

59.9%
73.4%

Tie
63.9%

68.6%
70.2%

SUPER-NI
19.0%
12.7%
12.7%

SUPER-NI

+ ALPACA
17.4%
20.6 %
11.1%

SUPER-NI

+ INST. GPT-4

17.9%
13.5%
13.1%

(b) Comparing DYNOSAUR and SUPER-NI.

Table 2: Human evaluation on LLAMA-7B with user instructions. The percentages in columns with dataset name A
indicate how many of the generations produced by models trained with A are better than the ones produced by the
other data B on USER-INSTRUCTION-252. “Tie” means that the generations of the two models have similar quality.

14 /31
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4, Continual Learning with Dynamically Growing Datasets

« Replay method (0|0 et&=l EfA R & MEHSIY] 0| 20| = ah&) &-2381 continual learning
* Do we need to replay history tasks?

+ Shall we replay tasks based on instructions or data?

* Which tasks to replay?

. A

oot

NI

o

—_

No Replay: replay EfA3 gi0| at&

2. Instr. Diverse: current stage&} representation 7|2 = 7% CIE last stagel| EfA 3 replay
3. Instr. Similar: current stage®t 7% H|==2t last stagel| EfA 3 replay

4. Instr. Support: last stage2| 7}% representative Ef A= replay

5. Data Diverse: example data2t similarity 7|2 = LISt task replay

15/31



DYNOSAUR: A Dynamic Growth Paradigm for Instruction-Tuning Data Curation

4, Continual Learning with Dynamically Growing Datasets

1. 2. Stage 3.
] Stage Stage ge Methods 1 St&znge ,

Methods | Test Holdout | Test Holdout Previous | Test Holdout Previous

Full | 434 Full | 40.4

NoReplay | 406 533 | 405 563 509 | 433  60.1  58.2/493 NoReplay | ;0o 375 382
Instr. Diverse ’ 379 399

Data Diverse 430 589 533 | 428 603  60.7/527

Instr. Diverse 43.6 59.8 54.2 44.8 63.5 59.5/53.3 b) Continual learning results of

Instr. Similar | 400 933 | 49 502 536 | 4.0 600  60.9/53.0 SFS) 3B trained with D fNOSAUR

Instr. Support 434 596 546 | 446 613  59.3/53.0 -ob lramed wi on

SUPER-NI test set. For simplicity,
(a) Continual learning results of TS5-3B trained with SUPER-NI. We divide the training we only compare no replay with In-
set into three stages. For each stage, we report ROUGE-L on the test set, holdout data str. Diverse, the best replay strategy
in current stage, and holdout data in previous stages. based on SUPER-NI.

Table 6: Continual learning results of T5-3B trained with SUPER-NI and DYNOSAUR. “Full” denotes training with
entire SUPER-NI and DYNOSAUR at once.

S 512 [0 1
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5. Conclusion

« J|E O[o|H S ES &ESIH instruction |08 SUdH= & E H|Qt
» Continual learning Y2 H[QFoICt HOLE ApAAS XQH= OfL| 10 ATt
« Research scope?} limitationO| &2t

HIO|E 2 R E SIHSHK HIO|E 20| 47]|= REZ =

* https://github.com/WadeYin9712/Dynosaur/tree/main

Limitations

Limited Language Scope. DYNOSAUR is only
built upon English datasets in Huggingface
Datasets. Whereas, multilingual NLP datasets take
up a large proportion in the platform. We plan to
further curate a multilingual version of DYNOSAUR
and conduct comprehensive experiments for evalu-
ating generalization in multilingual settings.

Errors in Generated Instruction Data. Al-
though the data validity of DYNOSAUR is high,
there are still 16% invalid data present in
DYNOSAUR. We conduct error analysis (Appendix
D) on the 200 instances used for human evaluation
in §3.3 and notice that there are still multiple types
of errors that have not been resolved yet. We ex-
pect to seek better methods to improve the quality
of generated instruction data in future works.

Limited Sampled Dataset Instances. Due to the
limits of data storage, we only sample at most 200
instances from each dataset for instruction-tuning
data generation. We plan to consider more available
instances from selected datasets and further scale
up DYNOSAUR.

Difficulty in Evaluation. It is hard to comprehen-
sively assess the capabilities of instruction-tuned
models (Zheng et al., 2023). We make our best ef-
forts to evaluate models on a large-scale benchmark
SUPER-NI with diverse tasks, along with human
evaluation of user instructions.

) e CHet

KOREA UNIVERSITY
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Explore-Instruct: Enhancing Domain-Specific Instruction Coverage through Active Exploration

1. Introduction

i MO0 i - o Noun|
General domain0jjA F&5& Q1 LLM, specific domaind|A <] solye Domain-Specifc Human-Curated | Sysiem
N . find Domain-Aware Self-Instruct - probability
g% OOF%I-% 'Cl?'lol_l- X|_:L %“?% ggg B Explore-Instruct g}}ren eerr
wtrim - ltj:)xFlression
. o _ N contain - ba
Domain-specific instruction AiA1 0| &= J1X| &isk: find [nes
) f{lrllcd :equatior}
1) human-curated 2) data generated by LLMs Mol equation
find - solution
find - function
find - value

£2 I3 20| 52 He/2| potential

coverst?| H24 - human curationd| CHst

Explore-Instruct |2t &5l domain-specific instruction

data®| coverageE s2|1At g

00 0.1 02 03 04 05 06 07 08

Proportion

Figure 1: The top-15 most common verb-noun pairs
in instructions of previous methods and EXPLORE-
INSTRUCT for math problem-solving. It reveals an
over-concentrated range of instructions in prior methods,
while EXPLORE-INSTRUCT offers broader coverage.
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1. Introduction

« Domain spaceg treectdl 2FF0ot1] traversedtH A2 instruction H|O|E & 44
* Look ahead: potential fine-grained sub-tasksE &+
« Backtracking exploration: ZM He|E 52|7| 2/t CHA| branchE &0t domain AHEH Hel

» Explore-Instruct2| 2+ rewriting, brainstorming, math =H| Q10| A&

20/31
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2. Methods - Domain Space Representation

« Domain-specific instruction2| coverage= breadth, depth0| A Y&t k2 2402t IHY
* Breath: Oj|Q! L EfA 3 CHFH

« Depth: =2l L HE2Y

« Domain spaceE tree T, node V= task, edge E EfA = ZF hierarchical relationship (task-subtask)
oF pHE

21/31
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2. Methods - Active Exploration Strategy

Lookahead Exploration

« Depth #efO = domain spaceE &Y

« Task V;7} /U2 U LLME O|& TO| &X{St= MIHQ| sub-taskZ L=
Backtracking Exploration

» Search boundaryE 55|11 LS =0[2| £/l alternative branchesE &3

» V7t AUE M parent V;£ A1, LLMO| ;9| breadth-wise M sub-taskS EAMsI=2 &t

= 1130 ol
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Explore-Instruct: Enhancing Domain-Specific Instruction Coverage through Active Exploration

2. Methods

Task: Text Paraphrasing Task: Rephrase with a Given Structure
=== Lookahead Exploration {

9, <.

“task name”: “rephrase with a given structure”
“reason”: “Being able to follow a given structure is
important in many fields such as academic...”
: —p  “instances”:
“instances”: [{ Lt

X .rs = e . ’ “instruction”: “Rewrite the sentence with the
Task: Text Rewriting instruction”: “Rephrase this text.”, Ccm e e

“input”: “Fred is taking his vacation in Dec..” . .
{ “:)uptll utes “Durlin Dle(!:g l;red willl belon vacat’ion i fupat Herbnihdaypanyinasalotoriun &
“task name”: “text rewriting” put= g e, ’ “output”: “She had a joyous birthday party.”

“reason”: “Text rewriting restates text while yo 0 Yoo}
keeping the meaning but presenting differ...”

“instances”: [{
“instruction”: “Rewrite this text in another way.”, Task: Style Transfer Task: Add Personality to Text
{

“input”: “The letter was sent to John by Sarah.”,
“Olltpllt”: “Sarah sent the letter to John.” “task name”: “style transfer”
el “reason”: “It can improve writing efficiency and
text diversity, while stimulating creativity...”
“instances”: [{
“instruction”: “Make the sentence more casual.”,
“input”: “We should discuss it at next meeting.”,

“output”: “Let’s talk about it at next meeting.”

“task name”: “text paraphrasing”

——>  Backtracking Exploration “reason”: “The purposes of paraphrasing are to
show understanding, make ideas accessible...”

9, <

“task name”: “add personality to text”
“reason”: “Adding personality to text can improves
its readability and make it more enjoyable...”
—p  “instances”: [{
“instruction”: “Add some excitement to the text”,
“input”: “We’re going to the beach today.”,
“output”: “Yay, get ready for some fun in the sun
because we’re hitting the beach today!”

Hoool i Ly

Figure 2: The overview of our proposed EXPLORE-INSTRUCT. It involves two strategic operations: (1) lookahead
exploration, and (2) backtracking exploration. The lookahead exploration delves into a multitude of potential fine-
grained sub-tasks, whereas the backtracking exploration seeks alternative branches to widen the search boundary. 23/31
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3. Data-Centric Analysis

Ba SEI | nes. Data Stat. Brainstorming Rewriting Math
Domain-Specific Human-Curated
fa e _ . Unique V-N pairs 1 2 8 3
(1) Domain-specific human-curated: SuperNI, randomly selected Oceur. of V-N pairs (Avg.) | 5060 w8 G35
Occur. of V-N pairs (Std.) | 1447 835 779
1 0,000 sam p | €s Domain-Aware Self-Instruct
Unique V-N pairs 1 781 1715 451
(2) Domain-aware self-instruct: LLMO| 2= Explore-Instruct?| seed Oceur. of V-N pairs (Avg.)| 4 5 13
Occur. of V-N pairs (Std.) | 14 14 68
collection (depth K:O) EXPLORE-INSTRUCT
Unique V-N pairs 1 790 2015 917
Occur. of V-N pairs (Avg.) | 3 4 7
StatIStICS Occur. of V-N pairs (Std.) | 13 12 24

. . ~, Table 1: Statistics of verb-noun (V-N) pairs in the
. - o| A J|=0 - M| Xt CFOFSH
Unique V-N pairse| = 7|&2 2 Explore-Instruct Cl|O|E{AIIO| D+ CHefel instructions obtained from Domain-Specific Human-

_ §5| rewriting, math ED.||(I)_|Q.|| *—| |:-| Curated, Domain-Aware Self-Instruct, and EXPLORE-
INSTRUCT in different domains.

24 /31
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3. Data-Centric Analysis

Domain-Specific Human-Curated
Domain-Aware Self-Instruct
Explore-Instruct

—
(=
w
s

—_
=]

# Instructions

02 0.4 0.6 0.8 1.0
ROUGE-L

]
o

(a) Brainstorming

w

1071 Domain-Specific Human-Curated
Domain-Aware Self-Instruct
Explore-Instruct

0.2 0.4 0.6 0.8 10 = o
ROUGE-L 7| & II"IStI’_UCtlonJ_|'._|
. Overlapping R-L dist.
(b) Rewriting XOkSHE HEs |
by He F= =Y

—
(=]

# Instructions

w
"

Domain-Specific Human-Curated
Domain-Aware Self-Instruct
Explore-Instruct

—_
(=3

CHFSt V-N pair

—_
=]

# Instructions

0.0 02 0.4 0.6 08 1.0
ROUGE-L

(c) Math

(b) EXPLORE-INSTRUCT

Figure 3: The root verb-noun pairs in instructions . . C .
of (2) Domain-Aware Self-Instruct and (b) EXPLORE- Figure 4: The distribution pf average RQUGE—L overlflp
INSTRUCT in the math domain, where the inner circle of between generated and existing instructions of Domain-
Specific Human-Curated, Domain-Aware Self-Instruct,
25/31

the plot represents the root verb of the generated instruc-
tions, and the outer circle represents the direct nouns. and EXPLORE-INSTRUCT in different domains.
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4. Experimental Settings

« Benchmarks:
* Rewriting: BELLE (translated)
» Brainstorming: BELLE (translated)
« Math: 500 questions from MATH

« Baselines (LLaMA 7B):
« Explore-LM: Explore-InstructZ ar&g=l 22

« DomainCurated-LM: Human-Curated Gj|O|E{ £

JOP

AT |
F=El 2

« Domain-Instruct-LM: Domain-Aware Self-Instruct 4|O|E 2 et&5= 2 &

« oh& Data: 10,000 samples from each subtasks

26/31
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Explore-Instruct: Enhancing Domain-Specific Instruction Coverage through Active Exploration

5. Results and Analysis

Automatic Comparison Brainstorming Rewriting
Win:Tie:Lose Beat Rate Win:Tie:Lose Beat Rate

Explore-LM vs Domain-Curated-LM 93.72 50:38:6 89.29
Explore-LM-Ext vs Domain-Curated-LM 94.69 53:37:4 92.98
Explore-LM vs Domain-Instruct-LM 114:56:38 75.00 34:49:11 75.56
Explore-LM-Ext vs Domain-Instruct-LM 122:55:31 79.74 35:53:6 85.37
Explore-LM vs ChatGPT 37.96 11:59:24 31.43
Explore-LM-Ext vs ChatGPT 59.71 12:56:26 31.58

Math
Models Accuracy Rate
Domain-Curated-LM 34
Domain-Instruct-LM 4.0
Explore-LM 6.8
Explore-LM-Ext 8.4
ChatGPT 34.8

Table 2: Automatic evaluation results in the brainstorming and rewriting domains. It demonstrates that Explore-LM
outperforms multiple baselines with a large Beat Rate and nearly matches the performance of ChatGPT. Additionally,
with a substantial increase in training instances, the performance of Explore-LM-Ext can be further enhanced.

Table 3: Automatic evaluation results in the math do-
main. The results illustrate that Explore-LM achieves
significant improvements on baseline models.
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5. Results and Analysis - Human evaluatioin

B Lcft Win Tie Left Lose

Explore-LM
Explore-LM-Ext
Explore-LM
Explore-LM-Ext
Explore-LM
Explore-LM-Ext

0 25 50 75 100 125 150 175 200
Number of Questions

Domain-Curated-LM
Domain-Curated-LM
Domain-Instruct-LM
Domain-Instruct-LM
ChatGPT
ChatGPT

Explore-LM
Explore-LM-Ext
Explore-LM
Explore-LM-Ext
Explore-LM
Explore-LM-Ext

I Lcft Win Tie Left Lose

Domain-Curated-LM
Domain-Curated-LM
Domain-Instruct-LM
Domain-Instruct-LM
ChatGPT
ChatGPT

0 20 40 60 80

Number of Questions

Figure 5: Human evaluation results in the brainstorming (Left) and rewriting (Right) domains.
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5. Results and Analysis
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Figure 6: Performance of Explore-LM with different
maximum exploration depths (Upper) and the number

of training instances (Down).
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6. Conclusion

« QI LHOIM CHYSH MIEX QI EfATE Q16H= AL instruction augmentation8 2.2 AL Jtsd

L=}
= X

« Rewriting, brainstorming, mathft &2 0|7t =<t
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