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Problem Setting

Pre-training & RLHF 2|gte| ek&Btt 1t Factuality2fe| 1|2|

Pre-training objective &X||
- LLME CIFst pre-training THAOIA CorpusLi| CHFst knowledgeS Sh&6HHA CHYFSH taskol| engaging$t dialogueE AidsH=
- J2{Lt Maximum likelihood loss HIEC| ef&2 pre-train data distribution0f|A] H10{LI= token?| S AKX[SIE =

_l_

Factualet S BRI £~ QS

olr
1y
m|o
HL
=[o)

RLHFEE 2| 2X
- X|Z LLME RLHFYHZ 0|25 Human preferencelf| 2 rewardE = YO 2 tuning=|US. 0

= FactualityE 0| Yoo 25 28

o
- 2L} Human factual preference, & generation output2| Factuality label2 Q122 Sdll ¥ = A2 H|E0| 1R =

!

Human Interventiongl0| LLM2| FactualityE e &= Q= FactTune A|QF

£9



FactTune

Sample Yo-Yo Ma, born in Shanghai, 4 Automajced Learn Factuality
Model China, is a renowned flutist Factuality from Preference
“Write  Responses |known for his interpretations of... Ranking Dataset
a bio of
Yo-Yo A, A, >
Ma.” E/ E’ Yo-Yo Ma, born in Shanghai, Q Yo-Yo Ma, born in Shanghai, e.g., Direct Preference
eg., two responses | CNNA, is a renowned cellist Compare w/ Wikipedia |China, is a renowned cellist Optimization
per prompt known for his interpretations of... OR

model uncertainty

K
ss allbrtd "l © MORE FACTUAL THAN

Figure 1: Our approach aims to improve the factuality of language models, specifically focusing on long-
form generation (e.g. writing a biography). We develop two different approaches for estimating factuality of
a passage (center), each of which allows us to generate a preference dataset (right). We then fine-tune the
language model to optimize these factuality preferences (far right).

FactTune: DPO 7|8t X} 52l 2C|0|E 442 S¢t Factuality 4 b 4

1) Ats2tE 2HO0lE 4
- Reference-based method: Generation outputO| =0{%! wikipedia knowledge& supportdt=X|E =7dotk= FactScored 4=
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- Reference-free method: Generation output sampling 2|2t 22| ¥4 &=E2 0|&¢t confidence scoreE 0|83t chosen,
rejected set 2%
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FactTune

|. Extract atomic claims from sample

Il. Estimate truthfulness score of each atomic claim

User: Write a biography of Yo-Yo Ma. . e \\ ° D ataset g ene ratl on p ro Ced ure
Model: Yo-Yo Ma, born in 1951 in Paris, France, is a Franch-bom American celistl Bom.. & _|—>
renowned flutist known primarily for his interpretations partially raised in Paris to Chinese!?! parents
of classical standards as collaborations across diverse and educated in New York City, he was a Is claim supported S
genres. He has performed at prestigious venues like the child prodigy, performing from the age of four py the article? ) core. i i
Sydney Opera House. Throughout his illustrious career, I 1 if article supports 1. Extract atomic claims from Sample
he collaborated closely with renowned violinist, Lang 0 otherwise J4qlEC
Lang, to produce numerous bestselling albums. Yo-Yo | - ChatGPT(GPT-35) IROH LLMol Al 3 I'EE 7—||'jﬁ|'
Ma’s musical career began at the age of ten. Atomic claim: Yo-Yo Ma Reference-based truthfulness . . N
I born in 1951. | atomic claimQ.2 £
was born in . Reference-free truthfulness
Convert to l Score:
question ¢ . Expectled cor\fidenvce . - -
| 'Y e 2. Estimate truthfulness score of each atomic claim
Atomic Claim 1: Yo-Yo Ma was born in 1951. Count(“1955”): 12 _ HAEig =Ll ; imO| XIAIA =
Atomic Claim 2: Yo-Yo Ma's birthplace is Paris. Question: What year Count(“1951”): 6 —» _"—_OH '—I jH = atomic claim2 | '—I = o(truthfulness) =
: was Yo-Yo Ma born? Count(“1952”): 2 S
reference-based, reference-free {2 225t 54
- n?i atomic claim?| truthfulness scoreE &4ISHHAM &

Figure 2: We estimate the factuality of a generation by first extracting claims (left) and then evaluating each
claims’ truthfulness (right). For the latter, we consider: a reference-based (top right) method that uses a fine-
tuned Llama model to check if the fact is supported by Wikipedia (Min et al . 2023) and a reference-free (bottom
right) method that uses the model’s confidence in its most likely answer to estimate its truthfulness.
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FactTune

[1. Estimate truthfulness score of each atomic claim

and educated in New York City, he was a
child prodigy, performing from the age of four

Yo-Yo Ma®! (born October 7, 1955) is: 9 ‘
French-born American cellist.'!! Boma,. #* 4 |
partially raised in Paris to Chinesel?) parents

Is claim supported .
by the article? I Score:

1 if article supports

Atomic claim: Yo-Yo Ma

0 otherwise

Reference-based truthfulness

m1

Convert to

Question: What year

was Yo-Yo Ma born?

Reference-free truthfulness

Score:

question Sarnple 20k & count Expected co‘nfldenvce
J )+ (&) +(3) -
20 20

Count(“1955”):
Count(“1951”): 6
Count(“1952”): 2
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Reference-based truthfulness
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FActScore

« Estimating Factscore
Supported Not-Supported

Ground truth Inst-LLaMA, ChatGPTE O|&53{M XtE2tE
75% Factscore ZEE Al

Evaluator A Ground truth Factscore®} Estimated Factscore?|
Estimated = 85% X X XtO[ ER(error rate)S ?[&2 2 71 B & B

F1 =75% ER =10%
MICRO 4742] prompting & O 2 Factscore £ 4| CHHs}

Evaluator B N text LM: <atomic-fact> T False?
. _ o - o-contex . <atomic-tac rue or ralse:
Estimated = 80% x x x - Retrieve—~LM: GTRZ 0|&3H top-5 passage + <atomic-
Flmicro = 67% ER =5% fact> £ prompt& AF23}0{ True, False T4
- NP: MLM 7|80 RS ARSI <atomic-fact>2| Wt
Figure 4: A case in which F1czo and Error Rate (ER) masking £¢ 2H22 0|83}0{ True, False THY
rank two evaluators differently. Evaluator A is better in - Retrieve—~LM + NP: Retrieve—~LMif NP2| T2 F43
. . 246HS = HiAl ZH2HO OpEdsH S m} =
Flyucro, and Evaluator B is better in ER. SROLE| 7 G4 HHOR WIS MEl True= o5



FactTune

[1. Estimate truthfulness score of each atomic claim

Yo-Yo Ma'®! (born October 7, 1955) is: ¢, “
French-born American cellist.I'] Born a,_* |
partially raised in Paris to Chinesel?) parents

and educated in New York City, he was a Is claim supported
child prodigy, performing from the age of four by the arti’::’ie? Score:
1 if article supports
0 otherwise

Reference-based truthfulness

Atomic claim: Yo-Yo Ma

as born in 1951. Reference-free truthfulness

Score:

Sample 20x 8 codt Expected co‘nﬁden‘ce
J ‘ H s
J 20 20

Count(“1955”):
Question: What year Count(“1951”):
was Yo-Yo Ma born?

Convert to l
question

6 —
Count(“1952”): 2
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FactTune

« Factuality Tuning: Putting it all together
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Experiment Setup

« Dataset generation

Prompts Responses Example prompt
Dataset Entities [train, val, test] per Entity  per Prompt
Biographies 463 [288, 50, 125] 1 10 Write me a paragraph biography of Mary Wollstonecraft.
Medical QA 295 [150, 45, 100] 6 6 What are the common symptoms of a stroke?

Table 1: Dataset statistics and examples. In biographies, entities are individuals; in MedicalQA, entities are
medical conditions. We include 6 questions for each entity in MedicalQA and adjust the number of responses
per prompt to keep the total number of pairs in the two datasets roughly similar.

- Reference-based truthfulness scoreE S8 4~ Q0{0f 512 2 Reference?t £X{SH= Biographies, Medical
QA(Wikipedia page) HIO|E{Al S 223t
- Seed prompte GPT-3.57H MM O T sample2 LLaMA1-7bR2#2| few-shot promptS F0{M =&
- 9| ClO|EAIZ J|8e 2 BIlo| RES Bt
1) FactTune-FC: Reference-based truthfulness scoreZ 0|83} DPO training set & U stg
2) FactTune-MC: Reference-free truthfulness score2| maxaf= O|&35t0{ DPO training set 71 A ot&

3) FactTune-EC: Reference-free truthfulness score?| Estimationgf{2 0| 25}0{ DPO training set 1= 3 at&



Experiment Setup

A2 Model & Evaluation setting

Baseline
- DOLA: Decoding by Contrasting Layers

Albert Einstein was from Germany

owpis milll, al® BEn  maB  Iaas

LLaMA-7B \ \ \
Contragy Contragy Contrasy Contray Contragy
32nd layer Emm— / /| \ /| /|
{111 ainy | EEBw/ | meW =R |
: | | |
early /
e, T apEl ) T 4
: / \
16th L ety : ) 5
— exit n-lw | [
g |
early / /
8th layer — it l y
t
Where was the author of the <s> Albert Einstein was from

Theory of Relativity from?

Figure 3: The illustration of how dynamic premature layer selection works.

output next-word probability is obtained from the difference

in logits between a higher layer versus a lower layer

Baseline
- ITI: Inference-time intervention

Transformer layer: L times

ZT; Tit1

o] : =
> hO
H— =z+av — MLP m

Figure 3: A sketch of the computation on the last token of a transformer with inference-time
intervention (ITT) highlighted.

LM2| Truthfulnessdj| 2t0{5t= L& layer2| RepresentationO|
e
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Main result

 Quantitative Result

Biographies Medical QA

Base Model Method # Correct #Incorrect % Correct # Correct # Incorrect % Correct
ITI 13.68 5.24 0.730 10.25 7.96 0.538

DOLA 12.44 4.74 0.737 9.22 5.58 0.640

Llama-1 SFT 13.54 6.54 0.696 9.96 6.86 0.600
FactTune-FS (Ours) 14.51 3.74 0.812 12.60 4.18 0.746
FactTune-MC (Ours) 9.74 242 0.819 11.51 5.56 0.668
FactTune-EC (Ours) 10.84 3.28 0.790 11.52 6.56 0.641

ITI 13.30 5.56 0.712 9.40 4.25 0.690

DOLA 13.25 6.50 0.684 9.87 6.06 0.627

Chat 21.41 6.30 0.774 9.61 6.69 0.619

Llama-2 SFT 13.47 6.49 0.687 10.68 6.22 0.627
FactTune-FS (Ours) 19.32 2.76 0.880 13.29 2.97 0.809
FactTune-MC (Ours) 11.74 3.51 0.783 12.94 5.26 0.706
FactTune-EC (Ours) 12.68 3.69 0.797 12.80 5.19 0.710

Table 2: Factuality tuning from reference-based factuality-scored pairs (FactTune-FS) improves factual accu-
racy compared to RLHF models and decoding-based factuality baselines, consistently reducing the number of
errors and often increasing the number of correct facts generated. Factuality tuning from model confidence
scored pairs (FactTune-MC, FactTune-EC) also outperforms RLHF models, providing a strong reference-free
alternative for improving factuality and reducing error.

FactTune?| Factuality gf4t 2t0l

# Correct, % Correcte= £24Z, # Incorrect=

LloAz =0
X=2T " o

SFT gt CHH| # Correct, % Correct=
ZSIHA|IZ|H A # Incorrect= St

ZIHXQl H|m LAl RLHFEHS 7|8t LLama-2 Chat
D CHH| #Incorrectl| =& =0|HA] %Correct=
st dE2 =+ US

ITI, DOLA= ?|& SFTLHE| Domaind| L2}
Factuality 24Q| 1ot A0[ot A& =29l



Main result

 Quantitative Result

Biographies Medical QA
Base Model Method # Correct # Incorrect % Correct # Correct  # Incorrect % Correct
- 21.41 6.30 0.774 9.61 6.69 0.619
DOLA 22.25 5.81 0.793 11.45 6.74 0.624
Llama-2-Chat FactTune-FS (Ours) 20.02 4.38 0.821 11.94 6.21 0.667
FactTune-MC (Ours) 19.12 4.97 0.795 12.61 7.21 0.627
FactTune-EC (Ours) 18.77 5.13 0.784 11.51 6.40 0.639
OOD FactTune-FS (ours) 21.06 5.45 0.796 11.56 6.66 0.635

Table 3: Factuality tuning a dialogue model (Llama-2-Chat) with FactScore, model confidence-based truthful-
ness estimation, and FactScore-based preferences from a different dataset (FactTune-FS, FactTune-MC, OOD
FactTune-FS) further improves its factual accuracy more than a baseline method for factuality, DOLA.

- RLHFSg 7(2t LLaMA2-Chat 220f| FactTuneg M8 E M2[Factuality oS 54

- FactTune& 7|Z= RLHFCHH| CorrectAid=

MM S0l 22 3| Z0|X| Y2 Incorrectl| = T
=0 %Correct2] 0| U= A =+ U

0jo |o



Further Analysis

DOLA+FactTune?| 23t &%

Biographies Medical QA
Base Model Method #Correct #Incorrect %Correct #Correct #Incorrect %Correct
11 1 FactTune-FS 14.51 3.74 0.812 12.60 4.18 0.746
ama- FactTune-FS + DOLA  14.82 3.27 0.831 11.58 3.23 0.785
11 ) FactTune-FS 19.32 2.76 0.880 13.29 2.97 0.809
ama- FactTune-FS + DOLA  18.82 2.81 0.873 13.13 2.67 0.830

Table 4: DOLA factuality decoding frequently composes with factuality fine-tuning, providing an increase in
average correctness for the majority of combinations of model and dataset.

LLaMA-22| Biographies& ™2 X|2|5t1 2= MO|M FactTune0l| DOLAE HEIUE M ds
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Further Analysis

« Ablation study

Biographies Medical QA
Fact Ext. Equiv Metric #Correct  #Incorrect %Correct #Correct #Incorrect %Correct
Atomic  Heuristic Max Conf 9.74 242 0.819 11.51 5.56 0.668
Expected Conf 10.84 3.28 0.790 11.52 6.56 0.641
Entit Heuristic Max Conf 12.22 4.74 0.742 10.32 6.94 0.605
y Expected Conf 11.73 5.12 0.718 10.50 6.42 0.623

Table 5: On Llama-1, model confidence-based preference construction with atomic question extraction outper-
forms the version with entity extraction.

- Atomic fact vs Entity, Max vs Expected model confidence 2#He| H1HO Z Qlot M HotE &

- Atomic fact?|gte| ™I} &EA0| EntityCiH| Incorrectl| 7ZH+~E Z0|=0| 2127t U= HE &ele = US
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Problem Setting

Accuracy ? |8t LLMQ| FactualityS7d2e| £02H4/d (Reliability issue)

- Che DY ALY Zt0| HE UXIOHLE EQISHE accuracys
2

Which country is the location of Cunter?’ Switzerland V LLMO‘”}” _;F_i |ﬂpUt ?jago_” o|.;l__|—c-)-|_x| %a. Exc.)l tc':!-tél?:l
— —
Which country is Cunter situated? s== | 1y Il England X
Cunter is located in Switzerland. True or False? w= ‘== False X
(a) Prompt framing effect Prompt framing effect

- LLMO{A| O A2 promptE F=X[0f| [HatA] BEHe| Z1pot
Which country is the location of Cunter? | Switzerland V

CHaXI
England. Which country is the location g —_— 22
of Cunter? ‘ g X *|H SO nks)s —RK=3 pSk=3
- 21X 22 1HE promptE AFESIHLE samplingE M &3t
(b) Effect of in-context interference o2 accuracy EHL Q2E LY + =2 Inference H|

Figure 1: ‘Accuracy instability” during language gener-

ation under various prompts. In-context Interference

- ContextE 8510 HH# S 8l{0f 5t= HEUME LLM2
contextThe| #o|| 2} CHE EHHS 4det
- O 2 Contextol| 2= S 0[2| 7|YstH LLM2 F
contextE FA[StD AZRE HHS Mot AR EX




Problem Setting

XX
Accuracy ?|8F LLMC]| Factuality57d2e| £d2d
a A hew - 24 ?7to| Factuality 53 H|moi| QLOIME accuracy= Hetst
Switzerland 0.4893 .
Which countryis __ I} Germany ~ 0.0516 XEILE 92
the location of Cunter? s Canada 0.0313
LLM A . . - *
- A, BZZ0| 2% Top-1 prob& SwitzerlandZ 0| ZsiA HEof
Which country is Ty el SHTtSILE BRE S DL S2 ConfidenceZ O|&EsH HE £ £ )
3 y t‘::':il Netherlands 0.1071 o - = LO ence |_ E = T MO
the location of Cunter? LLM B .
rance 0.0834

Figure 2: The same top-1 answer with different output
probabilities from two LLMs.

J
LLMO| LZ{SF Factual X[ Al (Factuality)di] 2|H3H Hd EE HE5| T o= U=
Input variantd| 223t MONITOR metricX| 9t




Preliminary

« Effect of Prompt framing on accuracy

LLMs Size | WP QA P& FC

pos neg
BLOOMZ-560m | 056 | 1473 2609  28.77 73.78
BLOOMZ-1b1 1.1 | 1496 2829 011  99.89
Prompt frames Galactlca-1b3 13 236 4643 8605 1229
(1) WP: [X] is located in _ OPT-2b7 2.7 28.27 55.67 75.80 22.07
(2) QA: Which country is [X] situated in? BLOOMZ-3b 3 2046 3069 5829  81.95
(3) FC: Statement: [X] is located in [Y]. The statement is True of False? Vicuna-7b 7o 348 1325 OL19 85.67
L e T N BLOOMZ-7b1 71 | 2626 3372 8832 6498
0 0y e o momed || g mE
(5) [Y_]. Which country is the location of [X]? WizardLM-13b | 13 | 34.66 7855 8771  93.89
Flan-UL2 20 | 2157 4644 7951 7358
LLaMa-30b-ins. | 30 | 67.94 8772 9699  86.69

Table 1: Examples of designed probing task templates
extending the P17 (a fact dataset containing 931 subject-
object pairs with the “country” relation from T-REx

(Elsahar et al., 2018)). [Y] is the object wrt the subject
[X], [Y_] is an entity weakly related to [X].

Table 2: Accuracy of various LLMs in predicting P17
fact dataset. The performances of LLMs have under-
gone significant variations for different prompting tem-
plates. The unit of “size” is billion.

- T-REx dataset?| P172tA0]| sliEdt= Subject, ObjectHEE 283l X
- Model0f| 2tH| 10| prompt THe| #iZt0] (HE Accuracyl| =X QI HBtE 20t 4~ UZ



Preliminary

« Effect of In-context interference

LLMs X [Y] [Y_]

BLOOMZ-560m 2591 66.17 (+40.26) 14.50 (-11.41)

BLOOMZ-1bl 27.74 64.02 (+36.28) 16.99 (-10.75)

Galactica-1b3 53.81 56.39 (+2.58) 10.42 (-43.39)

OPT-2b7 58.00 77.23 (+19.23) 19.83 (-38.17)

Prompt frames BLOOMZ-3b 3538  79.05 (+43.67)  24.30(-11.08)

(1) WP: [X] is located in _ Vicuna-7b 8271  99.67 (+16.96)  16.71 (-66.00)

(2) QA: Which country is [X] situated in? BLOOMZ-7b1 39.03 7057 (+31.54)  26.40 (-12.63)

(3) FC: Statement: [X] is located in [Y]. The statement is True of False? Flan-T5-XXL 3785 4253 (+4.68)  29.77 (:3.08)

Tn-context mterference — Vicuna-13b 84.21 90.76 (+6.55)  44.58 (-39.63)

. - _ WizardLM-13b 85.61 55.75 (-29.86) 47.09 (-38.52)

(4) [Y]. Which country is the location of [X]? Flan-UL2 3344 4758 (+14.14)  33.19(-0.25)

(5) [Y_]. Which country is the location of [X]? LLaMa-30b-ins. 90.76 99.46 (+8.70) 47.78 (-42.98)
Table 1: Examples of designed probing task templates Table 3: The effect of probing the P17 fact dataset with
extending the P17 (a fact dataset containing 931 subject- QA templates (4) and (5) in Table 1, where “X” means
object pairs with the “country” relation from T-REx experimental results with the original QA templates,
(Elsahar et al., 2018)). [Y] is the object wrt the subject “['Y]” means results using the factual information as in-
[X], [Y_] is an entity weakly related to [X]. context information, and “[Y_]” refers to results using

non-factual in-context information of entities weakly
related to “[X]”.

- Y| BR 0|24+ 1000]| 4=H3HOF 8= Accuracy?t ==E|0{OF StLt JIEX| 26t EISE2 2 U2
olo

- E| HAE HES J|USH= Y_O| AR 7|2 prompt x [HH| 2 M5 812he 8 4 S



MONITOR

« Method

Input Output Prob.
©)
Switzerland 0.5245 <
Which country is Cunter | Germany  0.1134 ;
situated in? i) - Cf.r.mfda 0031 3 PED
Switzerland 0.9117 @Xf
Switzerland. Which country is | Australia 0.0327 ;
the location of Cunter? ' EI| == Germany 0.0213 ;
............ IRD
England 0.2267 i
England. Which country is the ms) | vy I » Netherlands 0.1071 1
location of Cunter? Y T e Aees ©) v

Switzerland 0.0145

Figure 3: A primary anchor (in red font) corresponds to
its multiple foreign anchors with different output proba-
bilities (blue fonts) when an LLM is exposed to different
prompts and context interference. “PF' D and “I RD”
refer to the two distance measurements defined as the
prompt-framing degree and interference-relevance de-
gree.

Preliminary experimentOf|A| @2 MSHANE HIEIOZ
input variantOf| [tE LLMC| & H3IE 1123k Metric?!
MONITOR X|2t

LLMO| LHXHE! X|Al0f| o|&SHAM B S Salist= 530] oLt
JUeX|E S 7| & 2HE 2o HE &E Z1ot9| distanceE &

P(o|s,r,i")E 0|83l i2| H30f 2 J|EP (o] s,7,i)2F
H™E P(o] s,7), P(o] s,7,i7) o H3tE ™St X} &
- i+ In-context interferenceE 2|0|
- itE= positive In-context interferenceE 2|0|

- i~ = negative In-context interferenceE 2|0
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MONITOR

« Method

1 B Le 1 =
PFD = ﬁ; . lz:; |P(Oc|sc,r,i+)l — P(ocl|sc, i)l (D) IRD =

M
1
— > — S |P(oc|se,m, i) = Ploclse, i )il ()

Promt-framing Degree (PFD)

Interference-relevance Degree (IRD)
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FKTC dataset

Fact Relation Object Type Template Prompt example Count
P17 country sovereign state [X] is located in [Y]. Which country is the location of [X]? 12,103
P19 place of birth city [X] was born in [Y]. Where was [X] born? 12,272
P20 place of death city [X] died in [Y]. In what place did [X] pass away? 12,389
P27 country of citizenship sovereign state [X] is [Y] citizen. What country is [X] a citizen of? 12,558
P30 continent continent [X] is located in [Y]. Which continent is [X] located in? 12,675
P37 official language language The official language of [X] is [Y]. What language is the official language of [X]? 12,558
P101 field of work organization [X] works in the field of [Y]. What is [X]’s area of expertise? 9,048

P103 native language Indo-European languages The native language of [X] is [Y]. What is the native language of [X]? 12,701
P108 employer business [X] works for [Y]. Which organization does [X] work for? 4,979

P127 owned by company [X] is owned by[Y]. Which company is the owner of [X]? 7,059

P159 headquarters location sovereign state The headquarter of [X] is in [Y] . In what city is [X] headquartered? 12,571
P176 manufacturer manufacturer or producer [X] is produced by [Y]. What is the manufacturer of [X]? 12,766
P178 developer organisation [X] is developed by [Y] Which company is the creator of [X]? 7,696

P264 record label record label [X] is represented by music label [Y]. What is the record label for [X]? 5,577

P276 location sovereign state [X] is located in [Y]. What is the location of[X]? 12,467
P364 original language of film or TV show Nostratic languages The original language of [X] is [Y]. What is the native language of [X]? 11,128
P495 country of origin sovereign state [X] was created in [Y]. Which country was [X] created in? 11,817
P740 location of formation sovereign state [X] was founded in [Y]. Which city was [X] founded in? 12,168
P1376 capital of country [X] is the capital of [Y]. Which country’s capital is [X]? 3,042

P1412 languages spoken, written or signed Indo-European languages [X] used to communicate in [Y]. What language did [X] previously speak to communicate? 12,597

Table 10: Examples of template for different fact datasets and the corresponding prompts we build in this work.

- LLME| Factual Reliability
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Main result

« Validation of MONITOR compared to the accuracy

. LLMs MONITOR | base acc 1 std |
LLMs MONITOR | avg? max T min T probs 1T
BLOOMZ-560m 0.701 27770 40411 15062 0467 Flan-T5-XXL 0.772 51.713 31.023
BLOOMZ-1b1 0.692 30055 43369 16654  0.501 OPT-2b7 0.536 64.027 12.087
Galactica-1b3 0.747 22936 39.414  9.427 0.637 Flan-UL2 0.706 67.029 33.981
OPT-2b7 0.637 25509  37.117 11347 0360 BLOOMZ-560m 0.490 70.888 17.253
BLOOMZ-3b 0.686 30638 44760 16760  0.610 BLOOMZ-1b1 0.426 71.932 11.891
Vicuna-7b 0.504 38.194 59727 18361  0.884 Galactica-1b3 0.659 74.086 26.576
BLOOMZ-7b1 0.632 36.232 49.328 22.870 0.613 BLOOMZ-7b 0472 78.922 19.252
Viewnn 13b DA M  G54® 26967 0863 BLOOMZ-3h 0.456 143 18016
1cuna- . . . A 5 %
WizardLM-13b 0.560 51477 66036 33.076 0774 NACERGSID. il 82056 BiD8S
Flan-UL2 0.684 32723 51442 16319 0711 LLaMa-30b-ins. 0.543 85.340 34.131
LLaMa-30b-ins. 0.479 50798 71188 30516  0.909 WizardLM-13b 0.425 91.960 8.978
e e e Vicuna-13b 0.190 93.099 5.768
r(MONITOR,avg acc) -0.846 0.001 Correlation Pearson p-value
r(MONITOR,std) 0.754 0.001
Table 4: Results are evaluated on FKTC with “bold”
numbers indicating the best measurement over the same Table 6: LLMs with lower MONITOR are strongly cor-
column category. The “avg”, “max”, and “min” mean related with smaller values of accuracy standard devia-
the average, maximum, and minimum accuracy across tion, indicating less influence from prompt and context
[13 2 e <15 . eqe . . .
the 20 fact datasets. The “probs.” depicts the probabili- variability. “base acc” is the accuracy associated with
< 2 | 9
ties of primary anchors. “]” means a smaller measure- the base prompt evaluated on the P1412 fact dataset.

ment wins.
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Main result

« Validation of MONITOR compared to the accuracy

0.9

0.8

@
0.7 &
@
5 os ® o
Cost | MONITOR  Average Accuracy  MONITOR-saved % - ®® v @
GPU hours | 14.4 42.7 2.97X s 0'3
0.2 &
Table 8: GPU hours consumed calculating MONITOR 01
and average accuracy on P1412 fact dataset for LLaMa- 0w  »  »
30b-ins.“MONITOR-saved” denotes that GPU hours e
saved from using MONITOR compared to accuracy. Figure 5: A significant correlation between MONI-

TOR and accuracy standard deviation when testing
the 12 LLMs on P1412 fact dataset, indicating lower-
MONITOR models are less likely to suffer from the
“accuracy instability” issue.
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