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Q: Can Hallucination be defined as a single concept?

A: It depends on and is becoming more specialized
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Problem Statement

q The mechanism behind the model’s hallucination of previously memorized knowledge remains puzzling!!



Correct Answer à Memorized relevant information

q Challenging to ascertain what the model does not know (out of scope)

Failure in recalling parameterized knowledge

q Queried with different prompt for the same knowledge triplet

q Uncertain responses, irrelevant information, incorrect entities

èInvestigate the dynamic inference characteristics of parameterized factual knowledge recall

when LLM exhibits known fact hallucinations

Known Fact Hallucination



Preliminary

What differences are in the dynamic change of hidden states comparing successful knowledge recalls 

and the failed ones?

1) Recall process of the object in triple knowledge

q (𝑠, 𝑟, 𝑜)

2) COUNTERFACT (Meng et al., 2022a)

q 30K statement sentences or question-answer pairs

q 𝑠, 𝑟 à input prompt



Preliminary

3) Model (Llama2-7B-chat)

q Model depth (L) = 32 layers, hidden state (d) = 4096, vocabulary size (V) = 32000

q Input 𝑇 tokens 𝑡!, … , 𝑡", Embedding matrix 𝐸 ∈ 𝑅 #∗%

qSubsequently, they traverse through 𝐿 transformer blocks, continuously evolving within the model

space, generating a residual stream of shape 𝑇 × 𝐿 × 𝑑.

qBetween layer 𝑙 − 1 and 𝑙, the i!" token’s hidden state 𝑥#$%& is updated by

à 𝑥#$ = 𝑥#$%& + 𝑎#$ +𝑚#
$ (the outputs of attention and MLP layers, respectively)

qTokens pass through an unembedding matrix (𝑑 ∗ 𝑉) à mapping vocabulary space before decoding

qFirst 10 tokens contain the answer w/o negation or multiple-choice format



Preliminary

4) Observation methods

q Logit Lens: Mapping from the model space to the vocabulary space at each position within the residual stream

𝑀 into two “halves,” 𝑴&ℓ 𝒂𝒏𝒅𝑴(ℓ. The function 𝑴&ℓ consists of the layers of 𝑀 up to and

including layer ℓ, and it maps the input space to hidden states.

Conversely, the function 𝑴(ℓ consists of the layers of 𝑀 after ℓ, which map hidden states to logits.

(1) Layer ℓ updates the representation

(2)

(3) Residuals to zero



Preliminary

4) Observation methods

q Tuned Lens: An advancement over Logit lens and involves training transformations at various layers within the

model space

(1) Zero residuals to learnable 𝒃𝒍

(2) Affine Transformation

(3) Training (Distillation Loss)



Experimental Setup

Observe the transformation of the hidden state 𝒙𝑻

à corresponding to the last token of the input as the # of layers

(lens observation at positions 𝒕 < 𝑻 concerning output tokens is minimal)

given knowledge triplet (s, r, o)

one considers correct (𝒑𝒓, 𝒂𝒓) and the other incorrect (𝒑𝒘, 𝒂𝒘), 𝒑𝒓 = 𝒑𝒘

(1) Successful Recall = 𝒑𝒓 → 𝒂𝒓 ex) Canada’s capital is à Ottawa

(2) Failed Recall = 𝒑𝒘 → 𝒂𝒓 ex)The capital of Canada is à Oranto

(3) Hallucination Recall = 𝒑𝒘 → 𝒂𝒘 ex) The capital of Canada is à Toronto



Accuracy Statistics

Long tail knowledge

q Unpopular knowledge in Wikipedia pages based on browsing counts

q Can be memorized… but

Q. Does a subject’s popularity significantly influence known fact hallucination?



Accuracy Statistics

Long tail knowledge

q Unpopular knowledge in Wikipedia pages based on browsing counts

q Can be memorized… but

Q. Does a subject’s popularity significantly influence known fact hallucination?

+) Less frequently accessed knowledge is weakly correlated with more knowledge extraction errors

è Invisible something???

A. No significant correlation between these error types and the popularity of the knowledge.



Lens Observation

Q1. Did the model retrieve the correct 

knowledge when it hallucinated?

𝑃! = "The expertise of Isaac Barrow is in the field of," 

𝑃" = "What is Isaac Barrow’s professional field? It is”

Erroneous output: 

“not clear from the provided biographical information”

à Failed to recall the memorized knowledge (low in graph)



Lens Observation

Q1. Did the model retrieve the correct 

knowledge when it hallucinated?

[Logit Lens]

Suc. tokens establish output determination earlier

Hal. Tokens’ decoding occurs almost at the final layer

[Tuned Lens]

20th layer, model’s confirmation of output information

à Immediate switch to decoding model representation (correct)

= successful recall of knowledge indeed undergoes an ‘information extraction point’ à shifted to decoding mode

= failure recall of knowledge, the vast majority of knowledge remains unextracted



Lens Observation

Q1. Did the model retrieve the correct 

knowledge when it hallucinated?

Decoding Failure?

- Average occurrence frequency for the three types

Fail. Tokens: 31.28% (top 1), 56.71% (top 5) < Suc. & Hal.

è illusion occurs because knowledge is not successfully extracted 

in the intermediate steps



Lens Observation

Decoding Failure?

Fail. tokens have comparable 

probabilities to Suc. tokens at 

knowledge extraction positions 

but get suppressed in subsequent 

layers, resulting in decoding failure



Module contributions

Q2. Which module contributes more to hallucinations? What could be the potential process for this?

q MHSA and MLP demonstrate significant contributions to knowledge extraction, around the 20th layer

q MLP exerts a stronger inhibitory effect towards the erroneous output decoding



Module contributions

Q2. Which module contributes more to hallucinations? What could be the potential process for this?

q The processing of output information mostly occurs at the position of the last token

q In the initial half of the model, the semantic parsing (knowledge extraction) of the query plays a crucial role



Logit evolution pattern

Q3. Are there any patterns in the inference dynamics of hallucination versus correct predictions?

q Blend failed and successful samples

q Similar to previous experimental results

à early stages focus on query parsing and later stages on answer extraction and decoding

Hallucination outputs do not exhibit notable leaps at relevant positions; 

they often contain representations of the output token before semantic 

parsing completes

P36: country’s capital



Logit evolution pattern

Q4. Can we benefit from the observed patterns for automatic hallucination detection?

linear SVM model using the probability variation 
curves after mapping with the two type of Lens

it only needs to backtrack the mapping pattern of 
the first token output (after the last input token)

Ex) [0.15, 0.05, … , 0.48] … sample1 à Correct
[0.10, 0.15, … , 0.85] … sample2 à Hallucination



INSIDE: LLMS’ INTERNAL STATES RETAIN THE POWER OF 

HALLUCINATION DETECTION

ICLR 2024



Introduction

Hallucination = Unreliable generations

q Accurately detecting and rejecting responses when hallucinations occur in LLMs, has attracted more and more 

attention from the academic community

(1) Token-level uncertainty estimation (e.g., predictive confidence or entropy)

à How to drive sentence-level..? 

(2) Sentence-level uncertainty estimation (e.g., the output languages directly)

(3) Prompting LLMs to generate multiple responses (e.g., self-consistency)

However, such a post-hoc semantic measurement on decoded language sentences is inferior to precisely 

modeling the logical consistency/divergence



INSIDE (INternal States for hallucInation Detection)

Internal state of LLM’s Hallucination

q LLMs preserve the highly-concentrated semantic information of the entire sentence within their internal states (Azaria & Mitc

hell, 2023), allowing for the direct detection of hallucinated responses in the sentence embedding space.  

q First, skipping secondary semantic extraction via extra models, we directly measure the self-consistency/divergence of the o

utput sentences using internal states of LLMs.

à EigenScore metric regarding the eigenvalues of sentence embeddings’ covariance matrix

q To handle the self-consistent (overconfident) hallucinations, we propose to rectify abnormal activations of the internal states

à Feature clipping approach to truncate extreme features



Eigen Score

Logits & language space

q Neglect the dense semantic information that is retained within the internal states of LLMs

q To measure the semantic divergence in the sentence embedding space

Output token: 𝑦-

Hidden states: ℎ-.

Dimension: (𝑑 = 4096 for LLaMA-7B and 𝑑 = 5120 for LLaMA-13B)

Sentence embedding: average of the token embedding 𝑧 = !
"
∑-/!" ℎ- or last token embedding 𝒛 = 𝒉𝑻 (Middle layer)

𝑲 generated sequences: the covariance matrix of 𝐾 sentence embeddings

Amos Azaria and Tom Mitchell. The internal state of an llm knows when its lying. arXiv preprint arXiv:2304.13734, 2023.



Eigen Score

represents covariance matrix à captures the relation btw sentences in the embedding space  

represents the embedding matrix of 𝐾 different sentences 

represents centering matrix

logarithm determinant (log det) of the covariance matrix

det (x) represents the determinant of matrix X, and a small regularization term 𝜶 · 𝑰𝑲 is added to the covariance matrix



Eigen Score

Remark 1. LogDet of covariance matrix represents the differential entropy in the sentence 
embedding space

Discrete Shannon Entropy 

Differential Entropy in continuous space with density function f(x) 

Multi-variant Gaussian Distribution

à the differential entropy is determined by the eigenvalues (LogDet) of the covariance matrix



Test Time Feature Clipping

LLMs are subject to the risks of self-consistent (overconfident) hallucinations



Test Time Feature Clipping

Reduce overconfident prediction for Out-of-Distribution (OOD) detect with Piecewise function

where ℎ represents the feature of the hidden embeddings in the penultimate layer of the LLMs, 
𝒉𝒎𝒊𝒏 and 𝒉𝒎𝒂𝒙 are two thresholds for determining the minimum and maximum truncation activation

”Memory bank” which dynamically pushes and pops element in it to 𝑵 embedding tokens 
à p-th percentiles of the features in the memory bank (𝑝 = 0.2)
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Q & A


