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Motivation

LLMs 2 reasoning chains 2| 2!0|2} Z0{Z0i| t}2} hallucination =2} O EH| #5HZ 2

- o | — — = SEA
22| X Ql reasoning paths 0| 2|82 £11 =X vs. 2 10| semantic associations (£, A& et
o| C O|=xX38 &= CFES AHA = o L
ClOJE{2] THO| Z2)0]| 2 =0 T2 =0t e A dot= A2 OfX|?
A= LaYe' Which person produced Gardener of Eden and stars in J. Edgar? ~——{ Leonardo DiCaprio
Question: Vv
2.L Which person produced Gardener of Eden and stars in Film A?
=Layer | Leonardo DiCaprio
Question: l—> Film A is written by Dustin Lance Black, produced by Malpaso Productions. v
- Which person produced Gardener of Eden and stars in Film A? G:}:T Adam Sandler X
Q;Jesz:\: L Film A is written by Dustin Lance Black and produced by Company B. e é’\ Adariica
] . " . i " /' characterin
Company B is based in California and founded by Clint Eastwood. Film A.
4l see e Ron Howard X
Q;Jezt);ce;r L— Person C portrayed the character Josey Wales, and the music = &\ Roniis from
' composer for Million Dollar Baby is Person C. ; ga‘j.":s)‘l‘.;h“’”‘

- EUREQA (Extending Underlying reasoning Chains in QA) |2t
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EUREQA

Reasoning Chain
- EUREQA & implicit reasoning chain & Sdl| 71’4

- chain2 layer2 d4E|H, 2f layere= 371X FH2 A= F17d
entity e; : AE[E]
2t AIEE| ei= KBO|| "AEE["= EXSHOF 2

relation r; : ¥3XH layer2| e; 2t X|212| CtS layer?| e;,, 22| 2|
2} relation ri= ei& 271 O| 42| ZA = H AE{E| ei+122 H1ASGHOF
O|ZX| SF'H ei2t ei+1 ALO[0]| 2] Al semantic shortcut O] §i=
e.g., "Tiger Woods" YME|E[0]| CH3H "award” rel. O / "college” rel. X

an associated fact f; about e; : AE|E|0]] 212t=l fact
fact selection 0| easy and hard 27tX| 7|& H &
easy. f;TIO =2 ¢, E AHSY|0 2
e.g., X 0|2
hard: f;TtC = e, E A8 = §I2
e.g., €%t 0|F 71Xl 2] 2|At



EUREQA

Chain Construction

- random-walk @1 2[Z2 AFESI0] 2|2 X[ Q1 A4d

1. Extract entities and facts

0 ===
I : .
| : Ty er— r'firraiuat_e from :——» (Wes Anderson, graduate from, UT Austin)
ey ustin
| ety |17 7; it
| e< - Castello Cavalcanti
L .

___1____

(Wes Anderson, directed, Castello Cavalcanti)

Qa
©
i
©
s}
=
5]
L=
£
£
=
S
=
£
<
o5
o
=
17}
@
Q
o
2
o
©
=)
<
=
=)
=
©
=i
B
=
T
z
®
I
=]
«
[©]
=
[y
=,
o
Q
(&)




Qa
©
i
©
s}
=
5]
=
£
£
=
S
=
£
<
o5
=3
=
17}
@
Q
o
2
o
©
=)
<
=
=)
=
©
=i
B
=
T
z
®
I
=]
«
[©]
=
[y
=,
o
Q
(&)

EUREQA

Chain Construction

Reasoning-dependent
= 32H20|0= ol &
2oz RER 2F

Length-flexible

2| = H[le| Hel= 2l
2| =g 70|15 B2t

0|

Determinism-adjustable

22 2lo Mele| 24 AHISe Lo 2|E

2| O[O{Of| A AZHSHOF A1 X0 A =Xt Q1 = 20] T O{oHof

Elo'IE XIVSEAHLE M| HSHH <A —;F—XCBIQ—JF

O
O

Determinism of the reasoning chain 2 2{|0|0{0{|A{ fact ;S A4

O EXHA EHO| U=

Zes UFs 22 YOS 80l &



EUREQA

Question Generation

- QG 1P
1) AEStE HUS AHRO0] 818 &= U= HAER HE
2) RE B2xto| 2t AIE{E| eZ placeholderZ CHA
3) o= B L= 2l Z 1 q,0ll 23 El entity information statement (m,,,) A4

2. Generate statements 3. Generate questions

Q: Who is Director A?

Wes Anderson graduated from UT Austin. Director A graduated from UT Austin.

Wes Anderson directed Castello Cavalcanti. Director A directed Film B.

Film F is "You So Crazy”

Qa
©
i
©
s}
=
5]
L=
£
£
=
S
=
£
<
o5
o
=
17}
@
Q
o
2
o
©
=)
<
=
=)
=
©
=i
B
=
T
z
®
I
=]
«
[©]
=
[y
=,
o
Q
(&)




EUREQA

Data Statistics

- Hard 2| 5 0|2t layer= 5 layer question 7|22 2 |ayer X|H$t 2

public figure
scientist 11%
5%
musical artist
. athlete 12%
Difficulty | easy| hard| hard| hard| hard| hard 9%

#layers |5 |5 |4 |3 |2 |1
Count | 428 | 1363 | 300 | 300 | 300 | 300

actor/actress
25%

Table 1: Statistics of EUREQA.

Figure 4: Categorical distribution of seed entities in
questions of EUREQA.
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Experiment Setup

- ChatGPT (gpt-3.5-turbo-0301), Gemini- Pro (Gemini 1.0 Pro) and GPT-4 (gpt-4-0314) CH&t

- Prompting Methods
direct : 37}& QI context §10| raw questionsZt REH|H| X2
icl: 32| ol 2712| context-specific examples X|&
humans 0| 244t solution

- accuracy 2 @It
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Results

- EEHHO = QE[E[DF =E M|l 20]0]2] @Fo = MM Z CHNE|H BH ~F2of o|0[H THAIL
= O|TCH=E Arel S Z=0HH, GPT-47} 0|2t
OfLtCH= At LIEHE

- LLMOJ depths of reasoning 7} ZA0& =5 &4 50| O H0tX|= 22 Ot
- reasoning path 7} Ot:l surface-level semantic shortcuts Of L2t 20| g2 = UZ

c

hard easy

depth d=1 d=2 d=3 d=4 d=5 1 d=5

direct icl direct icl direct icl | direct icl direct icl 1 direct icl

ChatGPT 223 533 7.0  40.0 5.0 39.2] 37 393 72 390, 131 470
Gemini-Pro 450 493 295 235 273 286 =257 =243 T2~ 757 306 389
GPT-4 603 760 500 637 513 617 527 637 469 619 664 818

Table 2: Accuracy of ChatGPT, Gemini-Pro and GPT-4 across different depths d of reasoning (number of layers in
the questions) as well as the difficulty of the questions. We evaluate two prompt strategies: direct zero-shot prompt
and icl with two examples.



Analysis and Discussions

Do LLMs take Shortcuts?

- intuition2 d&1 2& HHL 2E0| Hgl CHE AE|E| 2t Fadt 2|0|1H [AtY 2he| of 2t

= =
HAE 22> oH= A
- entity similarities 2 Transformer model(DistilBERT) £ HE|E| XY U 2f &t

- UH|YS S EfZ St A20|AM MRS CH2 3£ 2|7|m|C|of HE{E| 2t2] dot-product
similarity2 HAKSHD 2 QIAEIAO|| CHSH W QALZE H|At

|
m
ox
30
>
I
A\ |
Ral
ro
| >

EAQ| CHSt 2= M=9| correlation curve 12
> XotEl OGO E 7 |HO 2 H| ™ HA5Mol 2M8 O7 £ QU2 5t Y
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Analysis and Discussions

Do LLMs take Shortcuts?

1.0 - 1.04
b —— depth=3
E 0.6 1 - =
. S depth=4 0]
~ —— depth=5
3 S >
E 0.8 8 0.4 1 g 0.6
= | |
N Q .4
<
2 02
=
0.6 4
o %21 — easy
—
i . i ) ) s | —SSS —— hard
0.0 0.1 0.2 0.3 0.4 ; . . 0.0 1
Entity Similarit 22 Do o 02 e w03 0 00 0. 03 0.4
y y Entity Similarity

1 0.2
Entity Similarity
Figure 5: The correlation between GPT-4 performance

on EUREQA hard set and entity similarities. Figure 6: The distribution of entity similarity scores.

Figure 7: GPT-4 performances with different entity sim-
ilarity scores between the easy and hard sets.

Qa
©
i
©
s}
=
5]
L=
£
£
=
S
=
£
<
o5
o
=
17}
@
Q
o
2
o
©
=)
<
=
=)
=
©
=i
B
=
T
z
®
I
=]
«
[©]
=
[y
=,
o
Q
(&)




DFA-RAG: Conversational Semantic Router for Large Language Model
with Definite Finite Automaton

Yiyou Sun'? Junjie Hu' Wei Cheng’ Haifeng Chen

ICML 2024
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Motivation

9

9

M| ALI2| 20X LLMs M3t E QI EE L HX =00kt
e.g., Emotional Support Chatbot O|A|= CtFst AEZ|A ASh0|| 2} &S 2,
customer service bot 2 O|2| YsHZI £ J10|=2f0l T ]

LLMS MEEO! £|=s} 9{0] HHHSILE HHRE HEXES AT
fine-tuning e =St SLE M 9 Clo|E] 2X|2 I8 SAF MBS 4 X

X

o

[H2kA knowledge base 7Bt 2 SEO| =&0| £|=

>

r

RAG 2| dd S22 S MH0]| et sk | =20 oHy 2d =10 2o A dE= 2|Ee|E

CHet S| AER[S DafoliA O AHAES} 2 QU= BE AESHH o2

|



Problem Setup

- Inour setting, 12 A{{H|A =2 emotional support 22 {Z2|H|0|4 =H|QU0f| A CHSE AHEAll0]| CHet
20| otses 7rde
- Data Setup
=3 HIOo|E M2 N JHe| CHetz EE(0] 1, 2 Cist= Eots2
Lot Of| 0| HELRL RX ALO[Of| A O LUt Db et

—

a
©
i
@
o

- Goal
Ol A CHAO|A, LLM-based agent2

EQIXSt CHSIO| HEIAEE J|HIO 2 CFS Eigt AHA
LLMs &&0| human agent's response 2 H2| YX[SI= St= object

o
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Preliminary of DFA

Deterministic finite automaton (DFA) = EH 122 2 YT}

tuple (Q; Z; 61 qOJ F) E __Tl'g

( is a finite set of states

3. is a finite input alphabet

0 : @ X X — (@ is the transition function
qo € @ is the start state

F C (@ is the set of accept states



Conversation as Tag-sequence

- 2tk syntactlc strings 2f 2| tzte] &2 =2 semantic leveldf Y-S
e.g., "My battery drains out fast”

“How come my phone can be only used for 1 hour?”
- o|0|= Z+kx|at deqh CH| X

@ ¥ ={a,b}, F ={q},Q = {90, 01}
QO, —Q175(Q17b)ZQO

Figure 2. A demo of DFA recognizing string “(ab)*”.
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- O|Z 2t=l5h7| -r|°|'| CHete| 2F Hobt'tags” g2 PWast 2 4 UL 2+
e.g., "How come my phone can be only used for 1 hour? - tag set {"#issues”, “#battery"}
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Conversation Sets as DFA

- JHE CHetS BT A|EA R HASICH= OFO|C|H{ S HIF L2, oy J'E S 2ot DFAS AHEoHe] A

et By

- DFAZHZHEE Clel RRAZ TR 30f 3 HE

States(Q): DFAQ| 2 AtElj(state)= CH3Z} LHOI Ed AH|O|X| 22 HEIAE LIE}H
state = CH2C| A&, EXN EX|0f CHot 2O|, SH, M2At29| AZZ LIEIH

Alphabet (3): &43}E EfO2 LIERH 2

Transition Function (6): state and a tag € LI stateZ O
context 32 2| odst

Start State (qo): CHZFQ| A|ZF LIEHH
Accept States (F): CH2}2| =& LIEHH

accept state = F2[0| SSH2 TS / TFAHR 220 EF /
CHRP XIAAR A B2 W EE Ots
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Learn DFA from Conversations

TREE CONSTRUCTION WITH TAG SEQUENCES

- Tagse LLMsOf|A|

- EESHEID AR

—

INPUT: Tag Sequences

ID Round Tags
0 — #keyboard #issue
25 1 #link
2 £ #thank
0~ #battery #issue
a7 1 #link
2 #thank
0 -~ #update
48 1 * #link
2 #thank
Breakpoint- D
v[e] = {25: {"#keyboard", "#is
3rs: {
48: {"#update ))
¥[1] = {25: {"#link"},
37: {"#link"},
48: {"#link"}}
v[2] = {25: {"#thank"},
37: {"#thank"},
48: {"#thank"}}

2% FNED XSS

AE structured tree format 22 X714

ndt

Algorithm 1: Build a Tree-like Initial DFA with Tag Sequences

A 0
0

# INPUT: e
# OUTPUT: DFA (Q, z, 6, g, F)
¥ ~ collect tag sets in all rounds

# Construct tree in each round
for round in range(o MAX_ROUND) :
if round =
Q= (qe}
else:
Q ~ leaf-states in previous round
for q in Q
build(q, ¥[round] [q.IDs])

def build(q, S)
if S is empty then return
t ~ Get the most frequent tag t in S=
q’ ~ b6(q, t) # create children state <
S’ « tag sets in S with tag t =-
Remove t from tag sets in S’ <
build(q’, S') - -
build(q, S \ §') =-—----mmv

5104 DFA Of AtE

t="#issue"

sreakpoint JiKE)

Final Stage

issue
GWe—

sreakpoint-[l{B

=(25: {"#keyboard", "#issue"},
37: {"#battery", "#issue"},
}
Breakpointm
8= keyboard
@ . issue -~
,37:{"#ba o ] e
battery
-~ Breakpoint M) - g/ cakpoint QKD
update_
So\ S%= q ke
i yboard
{a8:{ T —a—
issue —
"#update"}} battery =
-Breakpoint [lfD
link thank
update, { }—— N
g &= keyboard Link g thank
issue :‘~\‘ link thank
battery

punoJ

punoa’

e =



Conversation Generation by DFA-RAG

L = T 71

— — — — — — — 4| 3. Accessing Dialogue IDs |
Nawgatmg the DFA | 4. Compiling a Prompt for LLM

- _ea“\ T ;ART_ O Stored Dialogue ID: [#1, #3, #17, ...] I

Help \I‘ssue I Here is the ongoing conversation: @ How th | help with you?
My iPhone mel, sraintest. Q| 1. Tagging User Utterances

S (Kljattery i Heeh .
: 1 } I o e

0 Please give response as a helpful _————= = = ==
o » - ~"___ customer service agent. @ What is )Iour system verslon?l 5 LLM Res p onse Generation
0 P B 5 Relevant Examples: — —— — — — —— — — —
) 2
S : JRes100 198111 Itis 10S {1.1. ,Q\
o N » <CONTENT IN DIALOGUE #1>
o) P | 5 }p I Follow th§ steps here to check
p.o 4 ! 43 ° <CONTENT IN DIALOGUE #3> | | =1 the usagdsummary.
8 e v ThanlNote i ) l @,
PROMPT Thanks. Will be back soon.
#1 ? I =)
What is your system @ I
le) END"IG LLM st =) Please rate my service here.
o OUTPUT

e e e e e e — —— — — —]

(a) Dialogue Training Samples (b) Demo of Definite Finite Automaton (c) DFA-based In-Context Learning (d) Demo of Conversations

Figure 1. Illustration of the DFA-RAG Framework. (a) shows the training set with dialogues. (b) demonstrates the Definite Finite
Automaton (DFA) which represents the workflow learned from the dialogues. Blue and green dots represent the states of the user and
system respectively. The states are transited by keywords in conversations. (c) outlines the DFA-based In-Context Learning process,
where the LLM is guided by the DFA to provide contextually relevant responses. (d) showcases sample conversations between a user and
the LLM.
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Experimental Results

Generation Quality Evaluation

- GPT-42 GTH 2 outputs 274 =1 FOt O LI2X| THESHESR g ("Win Rate” score)

Table 1. Results of dialogue generation quality across different base models and methods. This table reports the “Win Rate” over naive
base models (GPT-4, GPT-3.5) regarding dialogue generation performance. For each method using in-context learning (RandSamp, RAG,
BM25, DFA-RAG), we use 5 samples in the inference time. For FT-LLM, we perform fine-tuning using the API provided by OpenAl
with standard hyperparameters. Note that the API for fine-tuning GPT-4 is not available.

Domains

DFA-RAG (Ours) 78.5 89.8 72.9 79.1 70.1 64.9 75.9

E, Base L1M Methods AmazonHelp DeltaSupport AskPlayStation AirbnbHelp NikeSupport Cambridgelnfo Average
% RandSamp 69.1 84.1 57.9 78.3 45.3 67.0 66.9
é BM25 67.3 81.5 63.8 71.1 59.8 63.0 68.7
5 GPT4 RAG 74.4 87.0 66.3 722 57.3 66.5 70.6
E FT-LLM - - - - - - -

2 DFA-RAG (Ours) 78.0 89.9 65.9 80.9 62.6 68.5 74.3
% RandSamp 70.2 83.6 61.3 69.5 58.9 57.9 66.9
g BM25 70.6 84.1 64.7 74.3 60.4 58.8 68.8
2 GPT-3.5 RAG 73.8 82.9 72.4 76.6 63.3 60.6 71.6
fi& FT-LLM 69.7 64.6 71.7 66.1 56.8 56.1 64.2
2

3

8




Experimental Results

Dialogue Task Evaluation

- known dialogue states 2} H| siA| = X|otst B2 MH=0| ZCH

Table 3. Evaluation results on the task-oriented dialogues.

No DFA-RAG (Ours) | 933 90.0

Gr01'md Tr‘ut'h States Methods Inform Success
in Training?

; HDSA 879 794
2 : MarCo 94.5 87.2
5 X~

a) known dialogue states 7’8 Yes HDNO 933 834
GALAXY 92.8 83.5
KRLS 93.1 83.7
AuGPT 766 605
b) solely on dialogue context MTTOD 859 765
% |:.||9 ke '5|' L A No RSTOD 83.5 75.0
3 > 23S 1ret S50 ZHA RewardNet 87.6 81.5
TOATOD 900  79.8
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Experimental Results

Constructed DFA Demonstrations

(a) An Example Tag Pathway in Constructed DFA

Raw Dialogues in Training Set

0 USER: I want to find an expensive restaurant and serves european food. Can i also have the
address, phone number and its area?

1 SYSTEM: Eraina is a European restaurant in the centre arca. Their address is St. Michael's
Church Trinity Street City Centre and phone number 01223 355166.

2 USER: thank you goodbye

3 SYSTEM: Thank you and good bye

8238

0 USER: I want a moderately priced restaurant and serves asian oriental food. What is
the address and phone number?

1 SYSTEM: there is an Asian Oriental place at 40428 King Street City Centre. You can
call them at 01223 518111.

2 USER: Thank you goodbye.

3 SYSTEM: Thank you for using our system! Have a great day!

7350

0 USER: | want a cheap portuguese restaurant. Give me their address, phone number, and arca.
1 SYSTEM: Nandos is a cheap Portuguese restaurant in the south area. The phone number is
01223 327908 and the address 1s Cambridge Leisure Park Clifton Way

2 USER: Thank you, goodbye

3 SYSTEM: You're welcome, goodbye.

(b) Corresponding Dialogues in the Training Set

Figure 5. DFA Results for MultiWOZ. (a) This segment of the figure illustrates a portion of the constructed DFA. The black circle
indicates the starting point of the automaton. Each green circle represents a “user” state, while each blue circle denotes a “system” state.
The states are interconnected by arrows, each labeled with a tag. Note that some lines are interconnected (ex. lines correspond to“name”
and “area”), it means that the relevant nodes are connected in both ways. (b) A specific path within the DFA is highlighted to demonstrate
its correspondence with actual dialogues traversed. In these dialogues, elements associated with the tags are emphasized in bold.
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